
1598 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS, VOL. 46, NO. 11, NOVEMBER 2016

Reliable Decentralized Fault Prognosis of Discrete-Event Systems
Xiang Yin and Zhaojian Li

Abstract—We investigate the problem of reliable decentralized fault
prognosis of partially-observed discrete-event systems. In this problem, n
local prognosers are deployed to send their local prognostic decisions to
a coordinator that calculates the final prognostic decision. However, only
k (1 ≤ k ≤ n) local prognostic decisions are guaranteed to be available
to the coordinator due to possible failures or communication losses of at
most n − k local prognosers. We propose the notion of k-reliable decen-
tralized prognoser in order to address this reliability issue. A necessary
and sufficient condition for the existence of a k-reliable decentralized
prognoser, which predicts faults prior to their occurrences, is presented.
This condition is termed as k-reliable coprognosability. A polynomial-time
algorithm for the verification of k-reliable coprognosability is presented.
We also demonstrate how to compute the k-reliable reactive bound prior
to any occurrence of faults.

Index Terms—Decentralized fault prognosis, discrete-event
systems, reliable coprognosability, reliable prognosers.

I. INTRODUCTION

Fault prognosis is an important task for safety critical systems.
In many complex large-scale systems, the information structure is
decentralized. In this correspondence paper, we consider the decen-
tralized fault prognosis problem of discrete event systems (DESs). In
this problem, the plant is monitored by a set of local agents (or local
prognosers) that make local prognostic decisions based on their own
observations. The local prognostic decisions are sent to the fusion site
(or the coordinator) in order to calculate a global prognostic decision.
The goal is to predict any fault of the system prior to its occurrence
with no missed alarm and no false alarm.

The problem of fault prognosis has recently
attracted considerable attention in the DES literature
(see [4]–[6], [8]–[13], [18], [23]–[25], [29]). Fault prognosis of
DESs was initialed in [8], where the notion of uniformly bounded
prognosability, which is termed as predictability in [8], was proposed.
Roughly speaking, a DES is prognosable if: 1) any fault can be
alarmed prior to its occurrence, i.e., no missed alarm and 2) once an
alarm is issued, a fault will occur for sure within a finite number of
steps, i.e., no false alarm. In [12], the problem of fault prognosis was
extended to the decentralized setting and the notions of coprognos-
ability and uniformly bounded coprognosability were introduced. It
was shown that these two notions are equivalent when the languages
under consideration are regular. In [10], [11], and [24], decentral-
ized fault prognosis under different architectures was studied. More
recently, the problem of fault progosis of DES was further investi-
gated for distributed systems [25], [29], timed systems [4], stochastic
systems [5], [6], [18], and systems modeled by Petri-nets [13].

Previous studies on decentralized fault prognosis rely on the
implicit assumption that the system is reliable in the sense that
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the coordinator always has access to all local prognostic decisions.
However, this assumption may not hold in many systems due to the
following reasons. First, as depicted in Fig. 1, in many distributed
system, the local decisions are sent to the coordinator via a communi-
cation network in which communication delays or signal losses may
occur [14], [22]. Therefore, one must take these issues into account.
Second, each local prognoser itself may not be reliable due to local
hardware or software errors. In order to evaluate the robustness or
the reliability of the system, many different approaches were pro-
posed in [1], [2], [14]–[17], [19]–[22], and [26]–[28]. In particular,
in [16] and [26], the problem of reliable decentralized supervisory
control was studied by assuming that certain amount of local con-
trol decisions may be lost. This approach was also extended to the
decentralized fault diagnosis problem in [1], [17], and [28].

Motivated by the reliable control and diagnosis techniques men-
tioned above, in this paper, we consider the problem of reliable
decentralized fault prognosis. More specifically, we assume that there
are n local prognosers sending their local prognostic decisions to the
coordinator, but the coordinator is only guaranteed to receive k local
decisions, where k ≤ n is a non-negative integer. In other words,
we consider the scenario in which at most n − k local prognostic
decisions may be lost. The contributions of this paper are as follows.
First, we provide the necessary and sufficient condition, termed as
k-reliable coprognosability, for the existence of a k-reliable decentral-
ized prognoser. Second, we develop a polynomial-time algorithm for
the verification of k-reliable coprognosability. We show that, when
using the approach proposed, the verification of k-reliable coprog-
nosability is not more computationally difficult than the verification
of coprognosability under reliable decisions. Furthermore, when the
system is k-reliably coprognosable, a method for the computation of
k-reliable reactive bound is presented. The k-reliable reactive bound
quantitatively specifies the amount of time the prognoser can react
prior to the occurrence of a fault.

In [23], the problem of robust fault prognosis was studied. Our
paper is clearly different from the above mentioned work due to
the following reasons. First, we study the decentralized prognosis
problem while [23] considers the centralized setting. Second, the
robustness in [23] is defined in the sense that there are a set of
possible models of the system, which is also clearly different from
the notion of reliability investigated in this paper.

The remainder of this paper is organized as follows. In Section II,
we describe some preliminaries and notations used in this paper. In
Section III, the problem of reliable decentralized prognosis is for-
mulated and the notion of k-reliable coprognosability is presented.
Section IV provides a polynomial-time algorithm for the verification
of k-reliable coprognosability. The computation of k-reliable reactive
bound is studied in Section V. Finally, we conclude the paper in
Section VI.

II. PRELIMINARIES

A. System Model

We first review some common notations of DES; the reader is
referred to [3] for more details. Let �∗ be the set of all finite strings
over a finite set of events �, including the empty string ε. A language
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Fig. 1. Decentralized fault prognosis architecture.

L ⊆ �∗ is a subset of �∗ and L is the prefix-closure of language
L defined by L = {t ∈ �∗ : ∃u ∈ �∗ s.t. tu ∈ L}. Given a language
L and a string s ∈ L, we denote by L/s the post-language of s, i.e.,
L/s := {t ∈ �∗ : st ∈ L}.

A DES is modeled by a deterministic finite-state automaton G =
(Q, �, δ, q0, Qm), where Q is the finite set of states, � is the finite
set of events, δ : Q×� → Q is the partial transition function, q0 ∈ Q
is the initial state and Qm is the set of marked states. We denote by
G = (Q, �, δ, q0) an automaton if marking is not considered. The
transition function δ is extended to Q × �∗ in the usual manner
(see [3]). For brevity, we write δ(q0, s) as δ(s), i.e., δ(s) is the state
reached via s from the initial state. The language generated by G
from state q is defined by L(G, q) = {s ∈ �∗ : f (q, s)!}, where !
means “is defined.” We write L(G, q) as L(G) when q = q0, i.e.,
L(G) is the language generated by G. The language marked by G is
Lm(G) = {s ∈ �∗ : δ(q0, s) ∈ Qm}. The system G is said to be live
if ∀q ∈ Q, ∃σ ∈ � : δ(q, σ )!. Hereafter, we assume that G is live.
This assumption is without loss of generality (w.l.o.g.), since we can
add self-loop at each state in G from which no transition is defined.

Given two automata G = (Q, �, δ, q0) and H =
(QH, �, δH, q0,H), we say that H is a sub-automaton of G,
denoted by H 
 G, if: 1) q0,H = q0; 2) QH ⊆ Q; and 3) for any
q ∈ QH, σ ∈ �, we have that δH(q, σ ) = δ(q, σ ) if δH(q, σ )!.
We say that H is a strict sub-automaton of G, denoted by H � G,
if: 1) H 
 G and 2) ∀s ∈ L(G) \ L(H) : δ(q0, s) �∈ QH . In other
words, strict sub-automaton requires that once a string leaves the
state space of H, it should never go back. It was shown in [7]
that if L(H) ⊆ L(G), then we can always construct two new
automata G′ and H′ such that 1) H′ � G′ and 2) L(H) = L(H′)
and L(G) = L(G′). Therefore, we can always assume w.l.o.g. that
H � G when L(H) ⊆ L(G).

B. Decentralized Fault Prognosis

Let G be the system automaton and H be the specification automa-
ton, i.e., L(H) is a nonempty prefix-closed specification language
that represents the normal behavior of the system. Then strings in
L(G) \ L(H) are considered as fault behaviors and we want to pre-
dict the occurrence of any string in L(G) \ L(H). As we mentioned
earlier, hereafter, we assume w.l.o.g. that the specification automa-
ton H = (QH, �, δH, q0,H) is a strict sub-automaton of the system
automaton G = (Q, �, δ, q0), i.e., H � G. Therefore, under this
assumption, we know that string s ∈ L(G) is a nonfault string if and

only δ(s) ∈ QH and string s ∈ L(G) is a fault string if and only
δ(s) ∈ Q \ QH .

In the decentralized fault prognosis framework [12], the system is
monitored by a set of agents (or local prognosers). We assume that
there are n local prognosers and we denote by I = {1, . . . , n} the
index set. For each prognoser i ∈ I, �o,i is the set of events it can
observe. Also, for any i ∈ I, Pi : �∗ → �∗

o,i is the natural projection
defined by

Pi(ε) = ε Pi(sσ) =
{

Pi(s)σ if σ ∈ �o,i
Pi(s) if σ �∈ �o,i.

(1)

Each local prognoser i ∈ I is defined as a function Di : Pi(L(H)) →
{0, 1}, where “1” means a fault will occur in a finite number of steps,
i.e., a fault is inevitable, and “0” means a fault is not guaranteed to
occur within a finite number of steps. Each local prognoser sends
its local prognostic decision to a coordinator in order to calculate a
global prognostic decision. In this paper, we consider the disjunctive
architecture, i.e., the global decision is “1” if one local prognoser
says “1.” Therefore, under this architecture, the decentralized prog-
noser is the function {Di}i∈I : L(H) → {0, 1} defined as follows.
For any s ∈ L(H)

{Di}i∈I (s) = 1 ⇔ ∃i ∈ I : Di(Pi(s)) = 1. (2)

In [12], two criteria, no missed alarm and no false alarm, were
proposed in order to evaluate the validation of a decentralized
prognoser.

Definition 1: A decentralized prognoser {Di}i∈I is said to be valid
if the following two properties hold.

1) No missed alarm, that is

(∀s ∈ L(G) \ L(H))
(∃t ∈ {s} ∩ L(H)

)[{Di}i∈I (t) = 1
]
. (3)

2) No false alarm, that is

∀s ∈ L(H) :
[{Di}i∈I (s) = 1

] ⇒
(∃m ∈ N)(∀t ∈ L(G)/s)

[|t| ≥ m ⇒ st ∈ L(G) \ L(H)
]
. (4)

It was shown in [12] that the notion of coprognosability, whose
definition is recalled next, provides the necessary and sufficient condi-
tion for the existence of a valid decentralized prognoser that predicts
faults with no error.

Definition 2 (Coprognosability): A specification L(H) is said to
be coprognosable with respect to L(G) and �o,i, i ∈ I if

(∃m ∈ N)(∀s ∈ L(G) \ L(H))
(∃t ∈ {s} ∩ L(H)

)
(∃i ∈ I)

(
∀u ∈ P−1

i Pi(t) ∩ L(H)
)
(∀v ∈ L(G)/u)[|v| ≥ m ⇒ uv ∈ L(G) \ L(H)

]
. (5)

III. RELIABLE DECENTRALIZED FAULT PROGNOSIS

In this section, we first introduce the notion of k-reliable prognoser.
Then we present the necessary and sufficient condition, under which
there exists a k-reliable prognoser.

First, we note that, in the standard decentralized fault prognosis
framework, it is assumed that the decentralized system is reliable in
the sense that the coordinator can always receive all the local prog-
nostic decisions. However, as we discussed earlier, this assumption
may not hold due to communication losses or errors at the local sites.
Therefore, in order to take this reliability issue into account, hereafter,
we assume that there are only k local prognostic decisions available
to the coordinator at each step, where 1 ≤ k ≤ n. In other words, at
most n − k local prognostic decisions may be lost. We first propose
the notion of k-reliable prognoser that can predict the occurrences of
faults even if only k local prognostic decisions are available to the
coordinator at each time.
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Definition 3 (k-Reliable Prognoser): A valid decentralized prog-
noser {Di}i∈I is said to be k-reliable if

(∀s ∈ L(G)\ L(H))(∃t ∈ {s} ∩ L(H))

[|{i ∈ I : Di(Pi(s)) = 1}| ≥ n − k + 1]. (6)

Before we present the necessary and sufficient condition for the
existence of a k-reliable decentralized prognoser, we first introduce
some necessary notions. In [12], the notions of boundary strings,
indicator strings and nonindicator strings were introduced. Since we
have assumed w.l.o.g. that H is a strict sub-automaton of G, we define
three similar notions, in terms of states rather than strings, as follows.

Definition 4: Let H be the specification automaton and G be the
system automaton with H � G.

1) A boundary state is a state in H, from which an event that
violates the specification can occur. We denote by ∂(H, G)

the set of boundary states, i.e., ∂(H, G) = {q ∈ QH : ∃σ ∈
� s.t. δ(q, σ )! ∧ δH(q, σ )� !}.

2) An indicator state is a state in H, from which a string that
violates the specification will occur for sure within a finite num-
ber of steps. We denote by �(H, G) the set of indicator states,
i.e., �(H, G) = {q ∈ QH : ∃m ∈ N,∀t ∈ L(G, q) s.t. |t| ≥
m ∧ δ(q, t) ∈ Q \ QH}.

3) A nonindicator state is a state in H, from which an arbitrar-
ily long nonfault behavior can occur, i.e., ϒ(H, G) = QH \
�(H, G) = {q ∈ QH : ∀m ∈ N, ∃t ∈ �∗ s.t. |t| ≥ m∧δH(q, t)!}.

For each local prognoser i ∈ I, we also denote by EH
i (s) agent i’s

state estimate of s under �o,i with respect to the state space of H,
that is

EH
i (s) := {q ∈ QH : ∃t ∈ L(H) s.t. Pi(s) = Pi(t) ∧ δH(t) = q}. (7)

Then for any string s ∈ L(H), we denote by ID(s) the set of agents
whose state estimates only consist of indicator states, that is

ID(s) :=
{

i ∈ I : EH
i (s) ⊆ �(H, G)

}
. (8)

With the notions introduced above, we define the notion of k-reliable
coprognosability as follows.

Definition 5 (k-Reliable Coprognosability): A specification L(H)

is said to be k-reliably coprognosable with respect to L(G) and
�o,i, i ∈ I if

(∀s ∈ L(G) \ L(H))
(∃t ∈ {s} ∩ L(H)

)
[|ID(t)| ≥ n − k + 1]. (9)

The following result reveals that k-reliable coprognosability pro-
vides the necessary and sufficient condition for the existence of a
valid k-reliable decentralized prognoser.

Theorem 1 (Existence Condition): There exists a valid k-reliable
decentralized prognoser {Di}i∈I , if and only if, L(H) is k-reliably
coprognosable with respect to L(G) and �o,i, i ∈ I.

Proof: (⇐) By construction. Let us consider a decentralized prog-
noser {Di}i∈I defined as follows. For each local prognoser i ∈ I, for
any string s ∈ L(H), we have

Di(Pi(s)) = 1 ⇔ EH
i (s) ⊆ �(H, G). (10)

Under the above prognostic strategy, we know that |ID(s)| =
|{i ∈ I : Di(Pi(s)) = 1}|. Therefore, the condition that L(H) is
k-reliably coprognosable, i.e., (9) holds, implies that (3) and (6)
hold for {Di}i∈I . Next, we show by contradiction that (4) holds.
Assume that (4) does not hold, we know that (∃s ∈ L(H))(∃i ∈
I : Di(Pi(s)) = 1)(∀m ∈ N)(∃t ∈ L(G)/s)[|t| ≥ m ∧ st ∈ L(H)].
First, we know that δH(s) ∈ ϒ(H, G), since (∀m ∈ N)(∃t ∈
L(G)/s)[|t| ≥ m ∧ st ∈ L(H)]. Second, by Di(Pi(s)) = 1, we know
that δH(s) ∈ EH

i (s) ⊆ �(H, G). However, this is a contradiction since

(a) (b)

Fig. 2. Specification is coprognosable but not one-reliably coprognosable.
(a) G. (b) H.

sets ϒ(H, G) and �(H, G) are disjoint. Therefore, (4) holds. Overall,
we know that {Di}i∈I is a valid k-reliable decentralized prognoser.

(⇒) Consider a string s ∈ L(G)\L(H). By (6), we know that there
exists t ∈ {s} ∩L(H) such that |{i ∈ I : Di(Pi(s)) = 1}| ≥ n − k + 1.
Let P = {i1, . . . , i|P |}, |P| ≥ n − k + 1 be the set of agents whose
decisions are “1.” By (4), we know that ∀s ∈ L(H) : {Di}i∈I (s) =
1 ⇒ δH(s) ∈ �(H, G). Then, for any agent i ∈ P , since ∀t ∈
P−1

i (Pi(s)) : Di(Pi(t)) = Di(Pi(s)) = 1, which means {Di}i∈I (t) =
1, we know that δH(t) ∈ �(H, G). Therefore, we know that for any
i ∈ P , EH

i (s) ⊆ �(H, G), i.e., |ID(s)| ≥ |P| ≥ n − k + 1. Hence,
L(H) is k-reliably coprognosable.

Remark 1: It is easy to verify that, by using the notions of
boundary state and indicator state, (5) can be rewritten as (∀s ∈
L(G)\L(H))(∃t ∈ {s}∩L(H))[|ID(t)| ≥ 1]. Hence, by taking n = k,
k-reliable coprognosability reduces to coprognosability. Therefore,
Theorem 1 generalizes the results in [12] to the case where n − k
local prognostic decisions are not unreliable.

Clearly, we see that L(H) k-reliably coprognosable implies that
L(H) is coprognosable. However, the converse relation needs not
hold, which is illustrated by the following example.

Example 1: Consider the system automaton G and the specifica-
tion automaton H in Fig. 2. We have that ∂(H, G) = {4},� =
{2, 3, 4}, and ϒ = {1}. Suppose that there are two local prog-
nosers with observable events �o,1 = {a, b, o} and �o,2 = {a, o},
respectively. Clearly, we see that L(H) is coprognosable and a valid
decentralized prognoser {Di}i∈{1,2} is defined as follows:

D1(s) =
{

1 if s ∈ {
o∗a, o∗ab, o∗b, o∗bo

}
0 otherwise

(11)

D2(s) =
{

1 if s ∈ {
o∗a

}
0 otherwise.

(12)

However, {Di}i∈{1,2} is not a one-reliable prognoser. For example,
for string bo, if the agent 1s decision, i.e., D1(P1(bo)) = 1, is lost,
then the global decision is “0,” since D2(P2(bo)) = 0. Therefore, no
alarm is provided before the occurrence of fault string bof.

IV. VERIFICATION OF RELIABLE COPROGNOSABILITY

In this section, we present a polynomial-time algorithm for the
verification of k-reliable coprognosability by constructing a new
automaton called the k-verifier.

Let G = (Q, �, δ, q0) be the system automaton, H =
(QH, �, δH, δ0,H) be the specification automaton, where H � G,
�o,i, and i ∈ I be the set of locally observable events. The k-verifier
V is defined as the deterministic finite state automaton

V = (
XV , �V , fV , x0,V , Xm,V

)
(13)

where
1) XV = (QH × · · · × QH︸ ︷︷ ︸

(n+1) times

) ∪ {Dead} is the set of states;

2) �V = (� ∪ {ε}) × · · · × (� ∪ {ε})︸ ︷︷ ︸
(n+1) times

is the set of events;

3) x0,V = (q0, . . . , q0︸ ︷︷ ︸
n+1 times

) is the initial state;
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4) fV : XV × �V → XV is the partial (deterministic) transition
function defined below. For any σ ∈ �, we have the following
two types of transitions as follows.

a) The single transition

fV ((q, q1, . . . , qn), (σ, e1, . . . , en))

= (δH(q, σ ), δH(q1, e1), . . . , δH(qn, en)) (14)

where ∀i ∈ I, ei =
{

σ, if Pi(σ ) �= ε

ε, if Pi(σ ) = ε
.

b) The following transition for each i ∈ I s.t. Pi(σ ) = ε:

fV

(
(q, q1, . . . , qn),

(
ε, ε, . . . , ε, σ

(i+1)th
, ε, . . . , ε

))

= (
q, q1, , . . . , qi−1, δH(qi, σ ), qi+1 . . . , qn

)
. (15)

5) Xm,V is the set of marked states defined by

Xm,V := {(q, q1, . . . , qn) ∈ XV :

q∈∂(H, G) ∧ |{i∈I : qi ∈�(H, G)}| < n − k + 1}.
(16)

This completes the definition of the k-verifier.
Remark 2: Let s = (s0, s1, . . . , sn) ∈ L(V) be a string in V .

Intuitively, the k-verifier tracks one string s0 representing the sys-
tem’s execution and n strings s1, . . . , sn that look identical for
agents 1, . . . , n under their own observations. Formally, for any string
s = (s0, s1, . . . , sn) ∈ L(V), we have that Pi(s0) = Pi(si), ∀i ∈ I.
Conversely, for strings s0, s1, . . . , sn ∈ L(H), if Pi(s0) = Pi(si),

∀i ∈ I, then string (s0, s1, . . . , sn) is defined in V from the initial
state, i.e., state (δH(s0), δH(s1), . . . , δH(sn)) is reachable in V .

The following result states that the specification is not k-reliably
coprognosable if and only if a marked state is reached from the initial
state in V .

Theorem 2: A specification language L(H) is k-reliably coprog-
nosable [with respect to L(G) and �o,i, i ∈ I], if and only if,
Lm(V) = ∅.

Proof: (⇒) By contraposition. Suppose that Lm(V) �= ∅. We
know that there exists a string s = (s0, s1, . . . , sn) ∈ L(V) such
that fV (x0,V , s) = (q, q1, . . . , qn) ∈ Xm,V , where q = δH(s0) and
qi = δH(si), ∀i ∈ I. We define P := {i ∈ I : qi ∈ ϒ(H, G)}. By the
definition of Xm,V , we know that q ∈ ∂(H, G) and |P| ≥ k. By the
construction of V , we know that ∀i ∈ I : Pi(s0) = Pi(si). Therefore,
we know that {q, qi} ⊆ EH

i (s0). Since ∀i ∈ P : qi �∈ �(H, G), we
know that |ID(s0)| ≤ n − |P| < n − k + 1.

Next, we show by contradiction that ∀t ∈ {s0} ∩L(H) : |ID(t)| <

n − k + 1. Let us assume that ∃t ∈ {s0} ∩L(H) : |ID(t)| ≥ n − k + 1,
i.e., there exists a set Q ⊆ I such that ∀i ∈ Q : EH

i (t) ⊆ �(H, G) and
|Q| ≥ n−k+1. By the definition of �(H, G), we know that any state
reached from an indicator state is an indicator state. Therefore, we
know that ∀i ∈ Q : EH

i (s0) ⊆ �(H, G), which implies that |ID(s0)| ≥
|Q| ≥ n − k + 1. This is a contradiction. Hence, we know that ∀t ∈
{s0} ∩ L(H) : |ID(t)| < n − k + 1.

Finally, since q is a boundary state, we know that there exists
an event σ ∈ � such that string s0σ ∈ L(G) \ L(H) violates the
specification. Note that {s0σ } ∩ L(H) = {s0} ∩ L(H). Therefore,
we have that

(∃s0σ ∈L(G)\L(H))
(∀t∈{s0σ } ∩ L(H)

)
[|ID(t)| < n − k + 1]

i.e., L(H) is not k-reliably coprognosable.
(⇐) By contrapositive. Suppose that L(H) is not k-reliably coprog-

nosable. We know that there exists a string s ∈ L(G) \ L(H) such
that ∀t ∈ {s}∩L(H) : |ID(t)| < n−k+1. Let us consider the longest

Fig. 3. Part of the k-verifier for H and G in Fig. 2 with k = 1, �o,1 =
{a, b, o}, and �o,2 = {a, o}.

t in {s} ∩L(H), i.e., δH(t) ∈ ∂(H, G). Since |ID(t)| < n − k + 1, we
know that there exists a set of agents P ⊆ I such that:

1) ∀i ∈ P : EH
i (t) �⊆ �(H, G);

2) |P| ≥ k.

By condition 1), we know that

(∀i ∈ P)(∃ti ∈ L(H))[Pi(t) = Pi(ti) ∧ δH(ti) ∈ ϒ(H, G)].

Let us consider string w = (t, w1, . . . , wn), where wi = ti if i ∈ P and
wi = t if i ∈ I\P . Such a string is defined in V , since ∀i ∈ I : Pi(t) =
Pi(wi), and we denote by xw = (q, w1, . . . , wn) = fV (x0,V , w) the
state reached upon w in V . Since ∀i ∈ P : δH(ti) ∈ ϒ(H, G), by
condition 2), we know that

|{i∈I : qi ∈�(H, G)}| ≤ n − |P| < n − k + 1.

Moreover, since q = δH(t) ∈ ∂(H, G), we know that xw ∈ Xm,V ,
i.e., Lm(V) �= ∅.

Example 2: Let us return to Example 1 and consider automata
G and H shown in Fig. 2. First, we still suppose that there are
two local prognosers whose observations are �o,1 = {a, b, o}, and
�o,2 = {a, o}, respectively. Let k = 1. Then part of the corre-
sponding k-verifier constructed from H and G is shown in Fig. 3.
For example, at the initial state (1, 1, 1), event (b, b, ε) is defined
according to (14) and state (3, 3, 1) is reached via this event.
From state (3, 3, 1), state (4, 4, 1) is reached via event (o, o, o).
However, state {4, 4, 1} is a marked state, since 4 ∈ ∂(H, G) and
|{4, 1} ∩ �(H, G)| = |{4}| = 1 < 2 − 1 + 1 = 2. Therefore, we
know that L(H) is not one-reliably coprognosable with respect to
L(G),�o,1, and �o,2.

One way to resolve this unreliability issue is to add more local
prognosers in order to increase the reliability of the entire system.
Suppose that there is still only one unreliable local prognostic deci-
sion at each step, but we add a new local prognoser with observable
events set �o,3 = {b, o}. Therefore, we are interested in verifying
whether or not the new system with three local prognosers is two-
reliably coprognosable. In order to do so, we construct the complete
k-verifier for G, H, �o,i, i ∈ {1, 2, 3}, and k = 2, which is shown
in Fig. 4. We see that there is no marked state in V , since for each
state whose first component is 4, i.e., the unique boundary state, there
are at least two state components that are indicator states. Therefore,
we know that L(H) is two-reliably coprognosable with respect to
L(G),�o,1, �o,2, and �o,3.

Remark 3: In the k-verifier V , there are at most |Q|n+1 states and
(1 + n)|�||Q|n+1 transitions. Moreover, the complexity of checking
whether or not Lm(V) is linear in the number of states and the number
of transitions in V . Therefore, we know that the total worst-case
complexity of verifying k-reliable coprognosability is O(n|�||Q|n+1),
which is the same as the complexity of the algorithm in [12] for
checking coprognosability. In other words, by using the k-verifier
proposed, we can verify k-reliability in addition to the verification of
coprognosability without spending additional cost.

V. COMPUTATION OF REACTIVE BOUND

So far, we have studied the notion of k-reliable coprognosabil-
ity and its verification. Note that, k-reliable coprognosability only
guarantees that faults can be predicted prior to their occurrences.
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Fig. 4. Complete k-verifier for H and G in Fig. 2 with k = 2,

�o,1 = {a, b, o}, �o,2 = {a, o}, and �o,3 = {b, o}.

However, in many applications, this condition may not be enough,
since we need to predict faults “as early as possible” such that some
actions can be taken in order to protect the system or to prevent faults
from happening. Therefore, if the system is k-reliably coprognosable,
one may also be interested in knowing how early the prognoser can
react to the occurrences of faults. In order to address this issue, we
introduce the notion of k-reliable reactive bound.

For any string s ∈ L(H) such that δH(s) ∈ ∂(H, G), we denote by
ρ(s) the number of steps between the time when the first fault alarm
is reliably issued and the time when the first fault occurs, that is

ρ(s) = max
t∈{s} : |ID(t)|≥n−k+1

|s \ t| (17)

where s \ t denotes the string in s after t, i.e., t(s \ t) = s. We
call ρ(s) the k-reliable reactive bound of string s. We note that, if
|ID(t)| ≥ n − k + 1, then for any of its extensions tv ∈ {s}, v ∈ �∗,
we have that |ID(tv)| ≥ n−k+1. Then, the k-reliable reactive bound
for H and G, denoted by ρ(H, G), is defined as the worst (minimal)
k-reliable reactive bound of strings in L(H), that is

ρ(H, G) := min
s∈L(H) : δH(s)∈∂(H,G)

ρ(s). (18)

Next, we show that how to compute the k-reliable reactive bound.
First, we introduce some necessary notions.

Let q ∈ QH be a state in H. We say that q is an unprognosable
state if there exists a state (q, q1, . . . , qn) ∈ XV in V , such that
|{i ∈ I : qi ∈ ϒ(H, G)}| ≥ k. We denote by 	(H, G) ⊆ QH the
set of unprognosable states in H. We say that q is a prognosable
state if it is not an unprognosable state. The notion of unprognosable
state is a generalization of the notion of unprognosable state defined
in [12]. Clearly, we know that, if q ∈ 	(H, G), then there exists a
string s ∈ L(H) : δH(s) = q such that |ID(s)| < n − k + 1. Then, for
any unprognosable state q ∈ 	(H, G), we denote by η(q), the set of
strings from q to a boundary state without visiting any unprognosable

state expect q. Formally, we have that

η(q) = {
s ∈ L(H, q) :δH(q, s) ∈ ∂(H, G) ∧

∀t ∈ {s} s.t. δH(q, t) �∈ 	(H, G)
}
. (19)

Note that η(q) may be empty for some q ∈ 	(H, G). Now, we
are ready to present the key theorem that reveals how the k-reliable
reactive bound can be computed.

Theorem 3: Let H be the specification automaton and G be the
system automaton. We have that

ρ(H, G) = min
q∈	(H,G),s∈η(q)

{|s| − 1}. (20)

Proof: We prove this theorem by the following two parts.
LHS≥RHS: Suppose that (18), i.e., the LHS of (20), attains mini-

mum by string ŝ ∈ L(H) and t̂ is the corresponding string such that
|ŝ \ t̂| = maxt∈{ŝ} : |ID(t)|≥n−k+1 |ŝ \ t|.

We claim that any prefix of ŝ containing t̂ reaches a prognosable
state, i.e., (∀t̂v ∈ {ŝ} : v ∈ �∗)[δH(t̂v) �∈ 	(H, G)]. To see this, we
assume that δH(t̂v) is an unprognsable state. Then, we know that(∃u ∈ L(H) :δH(u) = δH(t̂v)

)
[|ID(u)| < n − k + 1 ∧ δH(u(ŝ \ (t̂v))) ∈ ∂(H, G).

This implies that the k-realiable reactive bound for string u(ŝ\(t̂v)) is
at most |ŝ\ t̂|−1, which is strictly smaller than |ŝ\ t̂|. This contradicts
the fact that (18) attains minimum at ŝ ∈ L(H). Therefore, we know
that (∀t̂v ∈ {s} : v ∈ �∗)[δH(t̂v) �∈ 	(H, G)].

Moreover, we write string t̂ in the form of t̂ = t′σ, σ ∈ �, i.e., σ

is the last event in t̂. Then we know that |ID(t′)| < n− k +1, since t̂
is the shortest prefix of s such that |ID(t̂)| ≥ n − k + 1. This implies
that δH(t′) is an unprognosable state. Since ∀t̂v ∈ {ŝ}, v ∈ �∗, δH(t̂v)
is a prognsable state, by considering q = δH(t′), s = ŝ \ t′ for the
RHS of (20), we know that

min
q∈	(H,G),s∈η(q)

{|s| − 1} ≤ |ŝ \ t′| − 1 = |ŝ \ t̂| = ρ(H, G).

LHS≤RHS: Suppose that the RHS of (20) attains minimum at q̂ ∈
	(H, G), ŝ ∈ η(q̂). Since q̂ is an unprognosable state, we know that
there exists a string w ∈ L(H) such that δH(w) = q̂ and |ID(w)| <

n − k + 1. We write ŝ in the form of σ s′, σ ∈ �, i.e., σ is the first
event of string ŝ. Clearly, we know that ∀v ∈ �∗ : wσv ∈ {s} ⇒
|ID(wσv)| ≥ n − k + 1. For otherwise, if ∃wσv ∈ {s} : |ID(wσv)| <

n − k + 1, then it contradicts the fact that ID(wσv) is a prognosable
state. Moreover, since ŝ ∈ η(q̂), we know that δH(wŝ) ∈ ∂(H, G).
Therefore, by considering s = wŝ and t = wσ for the LHS of (20),
i.e., (18), we know that

ρ(H, G) ≤ |wŝ \ wσ | = |ŝ| − 1 = min
q∈	(H,G),s∈η(q)

{|s| − 1}.

Since LHS≤RHS and RHS≤LHS, we know that (20) holds.
Remark 4: The above theorem says that, in order to compute the

k-reliable reactive bound, it suffices to find the shortest path from an
unprognosable state to a boundary state via some prognosable states.
Note that determining set 	(H, G) can be done in O(|�||Q|n+1) by
searching the state space of the k-verifier V . The complexity of the
shortest path search problem is linear in the size of H. Therefore, the
k-reliable reactive bound ρ(H, G) can be computed in O(|�||Q|n+1).

The following example illustrates how the k-reliable reactive bound
ρ(H, G) is computed.

Example 3: Let us revisit automata G and H shown in Fig. 2 and
assume that there are three local prognosers whose observations are
�o,1 = {a, b, o}, �o,2 = {a, o}, and �o,3 = {b, o}, respectively.
Let k = 2. We have shown in Example 2 that L(H) is two-reliably
coprognosable with respect to G and �o,i, i ∈ {1, 2, 3} and the com-
plete k-verifier has been shown in Fig. 4. By searching states in V ,
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we know that 	(H, G) = {1}, since for state q = (1, q1, q2, q3) =
(1, 1, 1, 2), we have that |{i ∈ I : qi ∈ ϒ(H, G)}| = 2 ≥ k. And we
know that states 2 − 4 in H are all prognosable state. Therefore, the
shortest path from the unique unprognosable state 1 to the unique
boundary state 4 via prognosable states is ab or bo whose lengths
are both 2. Therefore, we know that ρ(H, G) = 2 − 1 = 1, i.e., all
faults are guaranteed to be reliably predicted one step before their
occurrences.

VI. CONCLUSION

In this correspondence paper, we studied the problem of reliable
decentralized fault prognosis of discrete-event systems. The notion of
k-reliable coprognosability was introduced as the necessary and suf-
ficient condition for the existence of a decentralized prognoser under
the presence of unreliable local prognostic decisions. Both the verifi-
cation of k-reliable coprognosability and the computation of k-reliable
reactive bound were investigated. These results extend previous stud-
ies on decentralized fault prognosis, in which all local prognostic
decisions are assumed to be reliable.

In this paper, reliability was defined in the sense of decision losses.
However, in some applications, it is possible that a local prognos-
tic decision may arrive at the coordinator after some finite delay.
Therefore, investigating the effect of decision delays is an important
issue in the future. Also, in this paper, we adopted the disjunctive
architecture for the decentralized prognosis problem. Investigating the
reliability issue under other decentralized architectures, e.g., conjunc-
tive architecture [11] or inference-based architecture [24], is also an
interesting future direction.
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