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Cyber-physical systems (CPSs) are engineering systems 
with both computational and physical components [1]. Typi-
cal CPSs include energy systems, transportation systems, 
autonomous vehicles, etc. CPSs are usually hybrid involving 
complex interactions of continuous dynamics with discrete 
logics. The development of controller design and verifica-
tion algorithms for such complex systems are crucial and 
challenging tasks. Ever-increasing demands for safety and 
security of CPSs put stringent constraints on their analysis 
and design, and necessitate the use of formal model-based 
approaches. In recent years, we have witnessed a substantial 
increase in the use of formal techniques for the verification 
and design of safety–critical and security-sensitive CPSs [2].

Due to the complex functionalities of safety–critical 
CPSs, ensuring safety is extremely challenging. In particu-
lar, since CPSs involve both continuous and discrete dynam-
ics, safety not only requires that the low-level physical tra-
jectory is within constrained regions, e.g., the value of the 
state should never exceed a threshold, but also requires that 
the high-level behavior of the system satisfies some desired 
specifications, e.g., executing a set of tasks in a right order. 
However, existing control theory mainly focuses on simple 
low-level specifications such as stability. To describe func-
tional safety of the high-level behaviors of CPSs, more rich 
specification languages, such as regular languages and linear 
temporal logics (LTL), are needed. Also, security-related 
attacks are increasingly becoming pervasive in safety–criti-
cal cyber-physical systems; such security vulnerabilities 
related to information leaks in CPSs are extremely diffi-
cult to discover and mitigate as the interaction between the 

embedded control software and the physical environment 
exposes numerous attack surfaces for malicious exploitation.

To enforce complex specifications for safety–critical 
cyber-physical systems, one of the most popular approaches 
developed in the past 50 years is the abstraction-based 
approach, which consists of the following steps: 1) abstract 
the original infinite continuous system as a finite symbolic 
system; 2) synthesize a supervisory controller based on the 
symbolic model to enforce desired specifications; 3) refine 
the symbolic controller synthesized to control the original 
system. To construct the symbolic model, a typical approach 
is to discretize the state-space to induce a finite quotient sys-
tem. The key here is to establish certain relationship between 
the original system and its abstraction. In the seminal work 
of [3], the notion of approximate bi-simulation relation was 
proposed to capture the equivalence of two models with 
guaranteed abstraction error; this idea was further extended 
to the notion of alternating bi-simulation relation for the 
purpose of control [4]. Recently in [5], a more unified rela-
tion called feedback refinement relation was proposed. Com-
positional approaches have also been developed to compute 
finite abstractions for large-scale interconnected CPSs [6].

When the symbolic model and the original system are 
related (usually guaranteed by the abstraction procedure), 
the synthesized symbolic controller can be refined back to 
control the original system. To synthesize such feedback 
controllers for complex specifications based on symbolic 
models, many synthesis techniques are developed by both 
the computer science community in the context of the reac-
tive synthesis (RS) and by the control engineering commu-
nity in the context of the supervisory control theory (SCT). 
The essences of the RS and the SCT are very similar; both 
of them consider a game between the decision-maker and the 
environment (disturbances or adversaries). The main differ-
ence between the RS and the SCT is that the RS considers 
open systems with I/O properties, while the SCT consid-
ers specific plants [7]. One of the most significant recent 
developments in the RS is the concept of GR(1) synthesis 
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[8]. By considering a restrictive but still expressive enough 
sub-class of LTL formulae, the synthesis complexity can 
be reduced tremendously from 2EXP to polynomial time. 
GR(1) synthesis has became a very successful and popular 
tool in the design of logic controller for autonomous robots 
[9]. In the context of the SCT, one of the major break-
throughs in the past 5 years is the synthesis of supervisors 
under imperfect information. In the series works of Yin and 
Lafortune [10–12], a uniform framework for synthesizing 
partially observation supervisory controllers was proposed; 
this framework is applicable to a large class of proper-
ties including both functional safety and information-flow 
security.

Although formal methods provide algorithmic and cor-
rect-by-construction procedures for the certification and 
enforcement of safety, the main challenging is the curse of 
dimensionality. In particular, in abstraction-based approach 
aforementioned, the size of the symbolic model grows expo-
nentially fast as the dimension of the underlying system 
grows. Furthermore, controller synthesis for some classes 
of specifications is also computationally difficult, e.g., the 
general LTL synthesis problem is 2EXP as mentioned. 
Therefore, how to mitigate the computational complexity 
is the central topic in this area in the past years. To tackle 
this challenging, abstraction-free approaches have also been 
drawing considerable attention. One of the most important 
abstraction-free formal synthesis techniques developed 
recently is the use of control barrier functions (CBFs). 
In [13], where the notion of CBF was first proposed, the 
authors proposed to use CBF to achieve physical safety such 
that the dynamic trajectory is always within a safe set. Quad-
ratic programming is used to obtain optimal control inputs 
satisfying safety constraints. More recently, the idea of CBF 
was further leveraged to achieve more complex specifica-
tions described by temporal logics. For example, in [14], 
the authors propose how to construct CBFs for signal tem-
poral logic (STL) specifications. In [15], CBFs are used to 
enforce LTL specifications for stochastic systems. Another 
recently developed approach for mitigating computational 
complexity is to use data-driven methods. Along this line, 
reinforcement learning techniques have been introduced to 
the framework of formal synthesis. For example, in [16, 17], 
the authors propose new safe RL algorithms that learn con-
trol policies with safety and complex formal specifications 
guarantees.

Compared with safety that is usually related to the actu-
ally behavior of the system, security and privacy are usually 
related to the information flow of the system, i.e., the infor-
mation released by the dynamic system to the outside world. 
Formal techniques have also been applied to the verification 
and synthesis of information-flow security for CPSs. One 
of the most widely adopted formal information-flow secu-
rity properties is the notion of opacity. Roughly speaking, 

opacity is a confidentiality property that captures the plau-
sible deniability of the secret behavior. Readers are referred 
to the recent survey [18] for more details. The notion of 
opacity was originally applied to security for symbolic sys-
tems. Recently, this concept has been extended to CPSs with 
continuous dynamics. For example, in [19, 20], opacity for 
linear systems was investigated. In [21], the authors pro-
vided a new approximate simulation relation that preserves 
opacity. Hence, existing techniques for finite systems can be 
leveraged to verify opacity for incremental stable nonlinear 
systems with infinite states.

We briefly presented some recent advances in formal 
methods for safety and security of CPSs, which have been 
tremendously successful in the past 50 years. However, most 
of the existing formal methods depend heavily on system 
models and suffer from the very high computational com-
plexity. An important future direction in formal methods 
for CPSs is to leverage results from data-driven methods to 
improve the scalability of the computation procedures and 
to relax the dependency on precise system models.
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