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Abstract— In this study, we address the multi-robot path
planning problem for tasks specified by linear temporal logic
(LTL) formulae. Unlike existing studies, we take into account
the possibility of robot failures, where a failed robot can no
longer contribute to the completion of the LTL task. Our
objective is to find a failure-robust path, which ensures that the
LTL task can always be fulfilled, even if a maximum number
of robots fail at any point during execution. To achieve this, we
extend the mixed-integer linear programming (MILP) approach
to the failure-robust setting. To overcome the computational
complexity, we identify a fragment of LTL formulae called
the free-union-closed LTL, which allows for more scalable
synthesis without considering the global combinatorial issue. We
present case studies to demonstrate our findings. Our approach
provides a novel solution to the problem of multi-robot path
planning under robot failures, offering a practical and efficient
way to achieve robustness in the face of unforeseen events.

I. INTRODUCTION

Multi-robot systems (MRSs) have been widely used in
many different engineering cyber-physical systems such as
persistent surveillance [1], [2], underwater and space ex-
ploration [3] and multitarget tracking [4]. In the study of
MRSs, one of the most fundamental problems is the path
planning problem that seeks to generate an executable path
for each robot in the team [5]. Existing works have focused
on finding paths for MRSs to enable reach-avoid navigation
[6] or collision avoidance [7], [8]. However, there has been
a growing interest in the MRS literature for path planning
for high-level specifications [9]–[12].

Formal method provides a promising approach for au-
tomatically synthesizing such plans with correctness guar-
antees. In particular, linear temporal logic (LTL) provides
a well-structured and user-friendly manner for specifying
the temporal behaviors of the robots [13], [14]. In [15],
authors propose a sampling-based algorithm to synthesize
optimal plans for MRS. Authors in [16] provide a framework
for generating optimal action-level behavior under resource
constraints. In [17], task specifications which involve large
numbers of discrete locations are considered and an iterator-
based planning method is proposed. In [18], the authors
develop joint policies for MRS that are robust to potential
losses in communication. In [19], LTL path planning under
unknown environments is investigated.
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Most of the existing research on LTL path planning as-
sumes an ideal scenario where each robot operates flawlessly.
However, in practical applications, robot failures are non-
negligible in severe working conditions. For instance, a
robot may suffer from permanent damage to its mechanical
components or lack of power, rendering it useless in accom-
plishing the task. In such cases, the LTL task depends on the
collaboration of all robots, and a critical robot’s failure could
potentially jeopardize the entire mission. Therefore, it is
crucial to account for the impact of potential failures during
the design phase to ensure robustness of the synthesized
plans.

In this paper, our objective is to synthesize a set of paths
that enable each robot to execute its own plan in a fully
distributed manner. However, we consider a scenario where
some robots may fail and can no longer contribute to the
satisfaction of the overall task. Our goal is to synthesize
a failure-robust plan for the team of robots, meaning that
even in the event of a bounded number of robot failures, the
remaining normal robots can still successfully accomplish
the LTL task by following the pre-designed plans.

Our approach is to use mixed-integer linear programming
(MILP) to encode the path of each robot, as well as the
satisfaction of the LTL task. We introduce the concept of
an enable sequence, which captures the working status of
each robot. However, this basic approach can quickly become
computationally intractable, as it requires consideration of all
possible combinations of failed robots and failure instants.
To mitigate this complexity, we identify a new fragment of
LTL formula called free-union-closed LTL. Specifically, we
show that for LTL tasks with this property, the corresponding
planning problem can be solved more efficiently by restrict-
ing to the simple case that a robot will fail if and only
if it fails initially. This approach significantly reduces the
computational complexity of the problem.

There are several related works in the literature that
address the issue of robot failures in path planning. For
example, [20], [21] considers the target tracking problem
for multi-robot systems and assumes that the sensors of the
robots may fail due to attacks. The authors in [22] introduce
the notion of counting temporal logic, which requires that
one task be satisfied by multiple robots, addressing the issue
of failure robustness to some extent. In [23], the authors
provided a self-diagnositic LTL planning framework such
that any failure can be detected within a finite delay. In our
previous work [24], we considered a failure-robust reactive
synthesis problem for LTL tasks. In this approach, each
robot can adjust its plan online depending on the failure



status of other robots. However, this approach essentially
requires a global controller or fully communication between
each robot, which may not be practical or feasible in some
applications. Our current work differs from previous works
in that we focus on synthesizing a failure-robust plan for a
team of robots that is executed in a fully distributed “open-
loop” manner, without relying on a global controller or
communication between robots. This approach may be more
practical and cost-effective, making it more suitable for real-
world applications.

II. PRELIMINARIES

A. System Model

We consider a group of n mobile robots that operate within
the same workspace. We denote by I = {1, . . . , n} the
index set for robots. The workspace is represented as a finite
collection of distinct regions or states, which we denote as
S. The connectivity between these states is captured by a
symmetric neighborhood relation, denoted as N ⊆ S × S.
In particular, if (s, s′) ∈ N , we say that states s and s′

are neighborhoods. This neighborhood relation dictates that
a robot can only move to a neighboring state at any given
time instant.

We also assume that each state in the workspace may have
certain properties of interest to the user. These properties
could be any relevant characteristics, such as resource avail-
ability, environmental conditions, or task requirements. Each
state may have a unique combination of these properties,
making them potentially more or less desirable for the
robots to visit or occupy. Let AP be a finite set of atomic
propositions. The properties of each state is represented by
a labeling function L : S → 2AP , i.e., for each state
s ∈ S, L(s) denotes the set of atomic propositions hold
at state s. For a set of states S′ ⊆ S, we also denote
L(S′) = ∪s∈S′L(s).

B. Paths and Traces

For each robot i ∈ I, a path is an infinite sequence over
the state space satisfying the transition relation. Formally, we
say pi = p0

ip
1
ip

2
i · · · ∈ Sω is path if

p0
i = sinti and (pt

i,p
t+1
i ) ∈ N ,∀t ∈ N, (1)

where sinti denotes the initial state of the ith robot. The set
of all possible paths of the ith robot is denoted as Pi.

We assume that the movement of each robot are fully
synchronized, e.g., with a global time clock. Then the
collective behavior of the team of n robots is a joint path,
p = (p1,p2, . . . ,pn), where each pi ∈ Pi is a path for the
ith robot. The set of all possible joint paths of the n-robot
system satisfying the above conditions is denote by P.

Given that the robots are collaborating to achieve a com-
mon task, we define the set of atomic propositions that
hold at each instant as the union of all atomic propositions
satisfied by each robot. Then given a joint path p, its trace
is an infinite sequence of atomic propositions defined by
L(p) = L(∪i∈Ip

0
i )L(∪i∈Ip

1
i ) · · · ∈ (2AP)ω .

C. Linear Temporal Logic Task

The desired cooperative task for the team of robots is de-
scribed by a linear temporal logic (LTL) formula. Formally,
the syntax of LTL is defined as follow:

φ ::= true | a ∈ AP | φ1 ∧ φ2 | ¬φ | ⃝φ | φ1Uφ2,

where ¬ and ∧ are Boolean operators “negation” and “con-
junction”, respectively, and ⃝ and U are temporal operators
“next” and “until”, respectively.

Specifically, an LTL formula belongs to the class of co-
safe LTL (scLTL) formulas if it exclusively utilizes the
temporal operators ⃝, U, F, and the negation operator ¬
occurs only in front of an atomic proposition [25].

The satisfaction of scLTL formulas is guaranteed in finite
time. For any infinite word σ = σ0σ1σ2 · · · ∈ (2AP)ω ,
it satisfies a scLTL formula φ if it contains a finite good
“prefix” that satisfies φ. We denote by (σ, t) |= φ if σ
satisfies the LTL formula φ at time t. When t = 0, we omit
instant t and write it as σ |= φ. To provide further details on
the semantics of LTL, we refer the reader to the book [26].

III. FAILURE-ROBUST LTL PLANNING

In practice, robot failures may occur, and failed robots
cannot contribute to the overall task accomplishment. To
address this issue, we present our model for the failure-robust
planning problem in this section. Specifically, our model is
developed based on the following assumptions:

A1 Each robot may experience a failure at any point during
its execution;

A2 The failure is considered permanent, meaning that the
robot cannot recover from the failure;

A3 A failed robot is unable to contribute to the satisfaction
of atomic propositions for the global task;

A4 There can be at most k < n robot failures during the
entire execution.

To formalize the above setting, for each robot i ∈ I, we
introduce a binary sequence of the following form

ei = e0i e
1
i e

2
i · · · ∈ {0, 1}ω,

which is referred to as the enable sequence, to capture
the failure status of each robot. Specifically, for each time
instant t ∈ N, eti = 1 means that the ith robot is working
normally at instant t and eti = 0 means that the ith robot has
failed at instant t. Furthermore, due to the permanent failure
assumption A2, we require that

∀t ∈ N,∀∆ ∈ N : eti = 0 ⇒ et+∆
i = 0,

i.e., whenever robot i fails, it will stay failure from then on.
According to assumption A3, once a robot fails, it can

no longer contribute to the overall task. To this end, we use
symbol b to represent that a robot is at a “failure state”, and
we extend the labeling function to domain S∪{b} by adding
L(b) = ∅. Therefore, for any path pi of robot i, an enable



sequence ei induces a new failure-enabled path over S∪{b}
denote by pi ⊗ ei, where

(pi ⊗ ei)
t =

{
pt
i if eti = 1

b if eti = 0
, ∀t ∈ N. (2)

Similarly, the trace of pi ⊗ ei is L(pi ⊗ ei), where

L(pi ⊗ ei)
t =

{
L(pt

i) if eti = 1

∅ if eti = 0
, ∀t ∈ N. (3)

For the entire team of n robots, a joint enable sequence
is a n-tuple of form

e = (e1, e2, · · · , en),

where each ei is an enable sequence. Furthermore, by the
assumption of bounded number of failure robots in A4, we
further require that∑

i∈I
eti ≥ n− k, ∀t ∈ N.

We denote by Ek the set of all possible joint enable se-
quences, where k is the the maximum number of allowed
failure robots. Then given a joint path p ∈ P and a joint
enable sequence e ∈ Ek, the joint failure-enabled path is
p⊗ e = (p1 ⊗ e1, . . . ,pn ⊗ en) with trace L(p⊗ e).

Now, we formulate the failure-robust LTL path planning
problem as follows.

Problem 1 (Failure-Robust LTL Planning Problem): For
a team of n robots system in a workspace with states S
and neighborhood relation N , given an LTL formula φ, a
maximum number k of allowed failure robots, find a joint
path p ∈ P such that ∀e ∈ Ek : L(p⊗ e) |= φ.

We make the following remarks regarding our setting.
Remark 1: The integer k here represents the maximum

number of failures that the team can tolerate. This value can
be determined beforehand based on worst-case scenarios or
chosen to ensure the team’s ability to complete the task under
possible failures. It is important to note that k is typically
much smaller than the total number n of robots in the team.
If k is set to a value that is too large, it may indicate that
the hardware of the robots needs to be improved to increase
their overall robustness. In such a scenario, it would be more
appropriate to focus on improving the hardware rather than
relying on robust planning to compensate for a large number
of potential failures.

Remark 2: In our previous work [24], a reactive strategy
was obtained through a centralized approach, where each
robot needed to inquire about the global information of all
robots to be aware of their potential failures online. However,
in the current work, although the problem still needs to
be solved in a global manner, the implementation of the
joint plans is fully distributed in nature. This means that
each robot will only execute its own path in an open-loop
fashion without exchanging any information. This distributed
approach is more realistic for severe environments where
online communication is either costly or not possible at all.

IV. MILP-BASED FAILURE-ROBUST SOLUTION

In the field of LTL path planning, an efficient approach
is to use mixed-integer linear programming (MILP). This
approach was first proposed by [27] for the standard LTL
planning problem. The main concept behind this approach is
to introduce a set of variables that encode the states of the
robots and the satisfaction of the task. In this section, we
extend the use of MILP to the failure-robust LTL planning
problem.

A. MILP-Based Standard LTL Planning

Encoding Paths: As the task is specified by scLTL, we
restrict our attention to paths in finite form

p = p0p1 · · ·ph−1.

To solve the programming problem, we fix h and refer to
it as the planning horizon. In general, h can be an arbitrary
integer.

Then we introduce the following variables:
• state variables: p0,p1, . . . ,ph−1 ∈ Sn representing

the joint state of the team of robots within the planning
horizon;

State variables should satisfy the dynamic constraint in
Equation (1).

Encoding LTL Tasks: To encode the LTL task φ, let Φ
be the set of all sub-formulae in φ including the atomic
propositions. Then for each ϕ ∈ Φ, we introduce a set of

• LTL variables: z0ϕ, z
1
ϕ, . . . , z

h−1
ϕ ∈ {0, 1} representing

the satisfaction of each sub-formula at each instant;
The LTL variables should satisfy the LTL constraints
defined as follows: for each t ∈ {0, 1, . . . , h− 1}, we have

• atomic propositions: if ϕ = a ∈ AP , then

zta = 1 iff a ∈ L(pt) (4)

• negation: if ϕ = ¬ϕ′, then

ztϕ = 1 iff ztϕ′ = 0 (5)

• conjunction: if ϕ =
∧m

i=1 ϕi, then

ztϕ = 1 iff ∀i ∈ {1, 2, · · ·m} : ztϕi
= 1 (6)

• next: if ϕ = ⃝ϕ′, then

ztϕ = 1 iff zt+1
ϕ′ = 1 (7)

• until: if ϕ = ϕ1Uϕ2, then

ztϕ = 1 iff ztϕ2
= 1 or ztϕ1

= 1, zt+1
ϕ = 1 (8)

The authors are referred to [27] for more details on how to
expressed the aforementioned constraints in MILP formula-
tion. It should be noted that due to the finite planning horizon
in our study, certain temporal operators that require future
LTL variables, such as ⃝ and U, may not have meaningful
interpretations. However, we emphasize that as long as the
value of h is set to a sufficiently large value, the individual
variable losses will not affect the solution of the problem.



B. Robust constraint

In order to synthesize a failure-robust plan, we need to
take into account the effect of enable sequences. It should be
noted that the original definition of joint enable sequences
is infinite, while in the MILP formulation we restrict our
attention to a finite horizon of length h. Therefore, the
definition of joint enable sequences also needs to be modified
accordingly.

Specifically, for each robot i ∈ I, we introduce a set of
• failure-enable variables: e0i , e

1
i , . . . , e

h−1
i ∈ {0, 1}

representing the failure status of robot i.
Clearly, the failure-enable variables should satisfy the fol-
lowing permanent failure constraint

if eti = 0 then eji = 0,∀t ≤ j ≤ h, (9)

and the maximum failure constraint that ∀t ∈
{0, 1, . . . , h− 1} ∑

i∈I
eti ≥ n− k. (10)

Note that Equations (9) and (10) are constraints on the
finite joint enable sequences, and these constraints are related
with the planning horizon h and the maximum allowed
number of failure robots k. Therefore, we define Ek,h as
the set of all finite joint enable sequences satisfying the
aforementioned constraints.

Finally, by considering the failure-enable variables, the
atomic proposition variables should further been restricted by
considering both the labeling function and the enable vari-
able. Therefore, we need to replace the constraint on atomic
propositions (4) by the following label-enable constraint

zta = 1 iff a ∈ L(pt ⊗ et) (11)

Given an instance of Problem 1, the following robust-
feasibility problem can be formed:

Find p ∈ P

s.t. dynamic constraint (1) on p

label-enable constraint(11) on ∀a ∈ AP
LTL constraints (5− 8) on ∀ϕ ∈ Φ

satisfaction constraint z0φ = 1,

for ∀e ∈ Ek,h

V. SCALABLE SYNTHESIS FOR INITIAL ROBUSTNESS

In the failure-robust planning problem, we require the
planned path p ∈ P to satisfy

∀e ∈ Ek : L(p⊗ e) |= φ.

Hereafter, we refer the above condition to as global robust-
ness since the enable sequence set Ek consider possible
failures globally.

Here, we further restrict our attention to a special case
where robots are only allowed to fail initially. Furthermore,
for the worst-case analysis, we require that there are exactly

k failure robots initially. To this end, we define the set of all
possible initial-failure enable sequences by

Eint
k =

{
e ∈ Ek |

∑
e0i = n− k

}
.

Then we say that a planned path p ∈ P is initially-robust
if the LTL task is still fulfilled whenever there are exactly
k robots that fail initially, but all remaining robots operate
correctly for the entire planning horizon. This means that
the planned path is robust to initial robot failures, and we
only need to consider all possible initial failure scenarios to
ensure robustness.

Definition 5.1 (Initial Robustness): Given an LTL for-
mula φ, a maximum number k of failures, a joint path p
is said to be initially robust if ∀e ∈ Eint

k : L(p⊗ e) |= φ.
Based on the above definition, we define a new failure-

robust planning problem as follows.
Problem 2: For a team of n robots system in a workspace

with states S and neighborhood relation N , given an LTL
formula φ, a the maximum number k of allowed failure
robots, find a joint path p ∈ P such that ∀e ∈ Eint

k :
L(p⊗ e) |= φ}.

Note that initial robustness still does not specify which
robots are broken, so the planning path should still satisfy
the LTL task when any k robots are broken from the start.

Analogously, we can solve a MILP problem to get a
initially-robust joint path.

Find p ∈ P

s.t. dynamic constraint (1) on p

label-enable constraint(11) on ∀a ∈ AP
LTL constraints (5− 8) on ∀ϕ ∈ Φ

satisfaction constraint z0φ = 1,

for ∀e ∈ Eint
k,h

Here, Eint
k,h ⊆ Ek,h is the set of finite initial-failure enable

sequences that
∑

e0i = n− k.
The above MILP for initial robustness improves the origi-

nal MILP for global robustness in twofold. Firstly, the MILP
for initial robustness considers exact k failures of robots,
rather than any subset of k robots. Secondly, and more
importantly, the MILP for initial robustness only considers
robot failures that occur initially, which effectively avoids
the exponential growth of variables that would occur if robot
failures were considered over an extended planning horizon
h. By limiting the consideration of robot failures to the initial
state, the MILP for initial robustness is able to significantly
reduce the complexity of the problem and provide a more
efficient and manageable solution.

Due to the computational efficiency, our general idea is
to solve Problem 2 to find an initially-robust solution rather
than solving Problem 1. However, our objective is still to
require that the synthesized plan is globally-robust. Clearly,
if a planning is globally-robust, then it is initially-robust.
However, the converse direction is not true in general as
shown by the following counter examples.



Example 1: Suppose we have a team of two robots and
consider the case of k = 1. The global LTL task for the team
of robots is given by

φ = F(a ∧ ¬b) ∨ F(¬a ∧ b),

where a and b represent two different types of regions. The
task requires the robots to eventually visit either region a
or region b, but these two regions cannot be visited both.
If we only consider initial robustness, then we can design a
plan where a and b are visited simultaneously by two robots.
However, this plan is not globally-robust since if neither
robot fails, the entire task will fail as regions a and b may
be visited simultaneously and we can’t find a moment that
exactly one region is visited.

The above example illustrates why initial robustness does
not necessarily imply global robustness. To identify frag-
ments of LTL formulae where initial robustness and global
robustness are equivalent, we identify and exclude those
scenarios where initial robustness may lead to plans that do
not remain robust in the face of potential failures over an
extended planning horizon.

A. Free-Union LTL formulae

Although initial robustness and global robustness are not
equivalent in general, as we discussed earlier, there are
certain fragments of LTL formulae where they are equivalent.
In our work, we identify such a fragment of LTL formulae
called the free-union-closed LTL.

Definition 5.2: Let w = w0w1w2 · · · ,v = v0v1v2 · · · ∈
(2AP)ω be two infinite words. We say word w′ =
w′

0w
′
1w

′
2 · · · ∈ (2AP)ω is a free-union of w and v if for

some j ∈ N, we have

w′
i =

{
wi ∪ vi if i < j

wi if i ≥ j
(14)

We denote by w
⊎
v the set of all free-unions of w and v.

Intuitively, we can consider j ∈ N as the point in time
from which the word v becomes ineffective. Thus, v can
only contribute to the atomic propositions union of w up to
instant j − 1. It is important to note that the free-union of
w and v is not unique, as we are free to choose the instant
j to be any value from 0 to infinity.

Based on the free-union operator of two words, we intro-
duce the fragment of free-union-closed LTL. This fragment
ensures that any two words satisfying the LTL formula will
have any of their free-unions satisfy the same LTL formula.

Definition 5.3 (Free-Union-Closed LTL): Given an LTL
formula φ and let word(φ) = {σ ∈ (2AP)ω | σ |= φ}
be the set of all words satisfying φ. Formula φ is said to
be free-union-closed if for any w,v ∈ word(φ), we have
w

⊎
v ⊆ word(φ).

The main result of this section is that if an LTL formula
is closed under the free-union operator, then its initial ro-
bustness and global robustness are equivalent. Therefore, in
order to solve Problem 1, we can solve Problem 2 instead.
Due to space constraint, all proofs in this paper are omitted.

Theorem 1: For free-union-closed LTL formula φ, initial
robustness of joint path p is equivalent to global robustness,
i.e., ∀e′ ∈ Eint

k , L(p⊗ e′) |= φ ⇔ ∀e ∈ Ek, L(p⊗ e) |= φ.

B. Instances of Free-Union-Closed LTL

In this paper, we do not discuss how to systematically
check whether or not a given LTL formula is free-union-
closed. Instead, we identify a class of scLTL formulae that is
free-union-closed by construction. To the end, we start from
Boolean expressions and introduce the following definitions.

Definition 5.4: Let ϕ be a Boolean expression over AP .
We say that formula ϕ is

• monotone if for any X1, X2 ∈ 2AP , we have X1 |=
ϕ ∧X1 ⊆ X2 ⇒ X2 |= ϕ;

• closed if for any X1, X2 ∈ 2AP , we have X1 |= ϕ ∧
X2 |= ϕ ⇒ X1 ∪X2 |= ϕ.

The followings are some immediate observations for
monotonicity and closedness of Boolean expressions.

• First, we observe that if ϕ is monotone, then it is
also closed. But the converse direction is not true in
general. For example, for ϕ = ¬a, it is closed but is
not monotone;

• Second, we observe that, if ϕ1 and ϕ2 are monotone,
their conjunction ϕ1 ∧ ϕ2 and disjunction ϕ1 ∨ ϕ2 are
also monotone. However, the negation ¬ϕ1 may not be
monotone.

Based on the monotonicity and closedness of Boolean
expressions, now we show that two commonly used patterns
of scLTL formula are free-union-closed, and therefore, the
corresponding plan can be efficiently synthesized based on
initial robustness.

Proposition 1: Let ϕ be a Boolean expression over AP .
Then we have

• if ϕ is monotone, then LTL formulae Fϕ is free-union-
closed;

• if ϕ1 is closed and ϕ2 is monotone, then LTL formulae
ϕ1Uϕ2 is free-union-closed.

The above provided two patterns of LTL formulae are
widely used in describing the behavior of team of robots.
For example, Fϕ is a reachability requirement, while ϕ1Uϕ2

can present a priority requirement.

VI. CASE STUDY

In this section, we present an inspection maintenance task
as case study to illustrate the proposed failure-robust LTL
planning problem.

We consider a workspace illustrated in Figure 1
and define the set of atomic propositions as AP =
{c1, c2, c3, c4, c5, c6, c7, stat}. The yellow grids represent
seven checkpoints that the team of robots need to inspect,
and they are labeled as ci for i = 1, 2, . . . , 7. The green grids
denote maintenance stations of the robots and are represented
by the common proposition stat. Each robot start from the
maintenance stations and the overall task of the robots is to
inspect all checkpoints, which can be formally expressed by



Fig. 1. A failure-robust plan for a 4-robot system to inspect all the seven
checkpoints (represented as yellow grids) and return to the maintenance
stations (represented as green grids).

the following LTL formula

φ =
∧

i=1,...,7

Fci

By applying the MILP-based approach, we can synthesize
a failure-robust plan for k = 1 in the workspace shown
in Figure 1. The plan, illustrated in the figure, ensures that
each checkpoint is inspected by two different robots, thereby
ensuring robustness in the case of one possible robot failure
during the execution.

VII. CONCLUSIONS

This paper presented an approach for synthesizing joint
plans for teams of robots based on temporal logic specifi-
cations, ensuring robustness against a maximum of k robot
failures. We also identified a scalable fragment to improve
the scalability of the synthesis procedure. Our work is a
first step towards the synthesis of failure-robust plans for
LTL tasks. Several future directions can be explored to
extend our approach. First, we aim to provide a systematic
procedure for verifying whether an arbitrary LTL formula is
free-union-closed or not. Second, we plan to identify broader
fragments of free-union-closed LTL formulas to increase the
applicability of our approach. Finally, we aim to investigate
the performance optimization problem in addition to the
failure-robustness requirement.
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