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Model Predictive Control for Signal Temporal Logic Specifications
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Abstract—1In this paper, we investigate the problem of
Model Predictive Control (MPC) of dynamic systems for high-
level specifications described by Signal Temporal Logic (STL)
formulae. Recent works show that MPC has the great potential
in handling logical tasks in reactive environments. However,
existing approaches suffer from the heavy computational bur-
den, especially for tasks with large horizons. In this work, we
propose a computationally more efficient MPC framework for
STL tasks based on time interval decomposition. Specifically,
we still use the standard shrink horizon MPC framework with
Mixed Integer Linear Programming (MILP) techniques for
open-loop optimization problems. However, instead of applying
MPC directly for the entire task horizon, we decompose the
STL formula into several sub-tasks with disjoint time horizons,
and shrinking horizon MPC is applied for each short-horizon
sub-task iteratively. To guarantee the satisfaction of the entire
STL formula and to ensure the recursive feasibility of the
iterative process, we introduce new terminal constraints to
connect each sub-task. We show how these terminal constraints
can be computed by an effective inner-approximation approach.
The computational efficiency of our approach is illustrated by
a case study.

I. INTRODUCTION

Decision-making under dynamic environment is one of
the central problems in control of Cyber-Physical Systems
(CPS). In the past years, there has been growing interest
in controller synthesis for high-level complex tasks [1], [2].
Specifically, temporal logic, such as Linear Temporal Logic
(LTL) and Signal Temporal Logic (STL), provide expressive
and user-friendly tools for formal description and automated
design of complex tasks involving both continuous vari-
ables and discrete logics. Signal temporal logic was firstly
developed in [3] for the purpose of behavior monitoring.
STL formulae are evaluated over continuous time signals.
Compared with LTL, STL semantics are quantitative, and
therefore, provide a measure for the degree of the satisfaction
or violation in addition to the Boolean satisfaction. Recently,
STL has been successfully applied to the analysis and control
of many engineering CPSs [4]-[6].

In the context of control synthesis for STL specifications,
one of the most widely used approaches is to encode the
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satisfaction of STL formulae as mixed-integer constraints
[7]. Then the STL control problem can be solved by apply-
ing Mixed Integer Linear Programming (MILP) techniques
together with Model Predictive Control (MPC) framework.
The encoding-based approach has also been adopted in [8]—
[10]. The main advantage of this approach is that the solution
is complete and globally optimal. However, since one needs
to introduce decision variables for each time instant, the
encoding-based approach suffers from the heavy computa-
tional burden, especially for tasks with large horizons.

To mitigate the high complexity in STL control synthesis
problem, several computationally efficient methods have
been developed recently in the literature. The techniques
include, e.g., gradient-based optimizations [11], [12], con-
trol barrier functions [13], prescribed performance control
[14], [15], referenced way-points [16] and computation-
ally tractable robustness [17]. However, compared with the
encoding-based MPC approach, the above mentioned meth-
ods are usually not complete and cannot provide formal
guarantees for the existence of a solution when facing
complex formula. In the context of encoding-based methods,
[18] proposed a more efficient encoding approach where
disjunction can be encoded using a logarithmic number of
binary variables and conjunction can be encoded without
binary variables. In [19], the authors showed that binary
variables can be further reduced by writing formulae in
positive normal forms. However, these improved encoding
methods still suffer from the huge computational complexity
when the task horizon increases. It is worth mentioning
[19] used MPC with shorter prediction horizon to solve
the unbounded STL formulae and then the complexity is
reduced, but for long-horizon bounded formulae such a
efficient mechanism is not applicable and high complexity
is still inevitable.

In this paper, we also focus on STL control synthesis using
shrinking horizon MPC together with variable encoding tech-
niques. Compared with existing MPC approach that applies
directly to the entire task horizon, the contributions of this
paper are as follows: (i) We decompose the STL formula into
several sub-tasks with disjoint time horizons. Then shrinking
horizon MPC is applied for each sub-task iteratively with
short-horizons, which significantly reduces computational
complexity of the entire synthesis process; (ii) Note that, by
focusing on each sub-task only, the subsequent sub-tasks may
become infeasible. In order to ensure the recursive feasibility
of the entire process, we introduce terminal constraint sets
between connected sub-tasks. This guarantees the satisfaction
of the global STL task. Also, we provided an effective
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method for offline computation of the inner-approximation
the terminal constraint sets. The computational complexity
does not increase exponentially as the horizon increases; (iii)
Finally, we present a case study of robot motion planning to
demonstrate the efficiency of the proposed framework. We
show that, compared with the full horizon MPC approach,
our approach is more scalable for STL formula with long
task horizon.

II. PRELIMINARY
A. System Model

We consider a discrete-time control system of form
Te4+1 = f(xkauk) + wg, (1)

where z € X C R" is the state at instant k, u, €4 C R™
is the control input at instant k, wy € W C R” is the
external input or disturbance at instant k£ and f : A X
U x W — X is a function describing the dynamic of the
system. We assume that the disturbances are unknown but
belong to a given compact set VV. Also, we assume that the
dynamic function f is Lipschitz continuous on z, i.e., for all
xz,x’ € X,u €U, there exists positive constant L such that
|f((E/,7.L) - f(iL’,’U,)| < L|:L'/ - 1’|

Suppose that the system is in state x, € X at instant
k€Z>o. Then given a sequence of control inputs uy.7—1 =
Uptpyr - ur—1 € UT™F and a sequence of disturbances
WrT_1 = WpWhy1 - wp_1 € WT™F, the solution of the
system is a sequence of states &¢(zx, Upr—1, Wi:T—1) =
Tky1 - TT € XT=k such that Tit1 = f(.’L'Z,’LLZ) + w;, Vi =
k,---,T — 1, and the solution of nominal system is de-
noted by &f(xp,ugr—1) similarly. Also, we denote by
53‘5(1,%, Uy 71, Wg.r—1) = 27 the last state in the sequence.

B. Signal Temporal Logic

Given a finite sequence of states x, we use signal temporal
logic (STL) formulae [3] with bounded-time temporal oper-
ators to describe whether or not the trajectory of the system
satisfies some high-level properties. Formally, the syntax of
STL formulae is ® =:= T [ 7/ | =@ | &1 A Oy | D1 U, 4 Po,
where T is the true predicate, 7* is a predicate whose truth
value is determined by the sign of its underlying predicate
function p : R™ — R and it is true if pu(zy) > 0; otherwise
it is false. Notations — and A are the standard Boolean
operators “negation” and “conjunction”, respectively, which
can further induce “disjunction” V and “implication” —.
Ul, ) is the temporal operator “until”, where a,b € R.

STL formulae are evaluated on state sequences. We use
notation (x, k) = @ to denote that sequence x satisfies STL
formula ® at instant k. The reader is referred to [3] for
more details on the semantics of STL formulae. We can also
further induce temporal operators “eventually” Fi, y® =
TUn® and “always” Gy P = —F, 5P We write
x = ® whenever (x,0) = ©.

Given an STL formula &, it is well-known that the
satisfaction of ® can be completely determined only by those
states within its horizon. Hereafter, we use notation &[5 T#]
to emphasize that formula ® only depends on time horizon

[Se,Tp]. With a slight abuse of notation, we also use a
broader interval as its superscript, e.g., P52 Ta] with S <
Se and Té, > Ts. In addition to the Boolean satisfaction, we
can also evaluate an STL formula quantitatively by space-
robustness function pf:, « [8].

In this paper, we consider the following restrict but ex-
pressive enough fragment of STL formulae:

(2a)
(2b)

pu=T 7" | =p | o1 Ap2,
Q :=Fio ¢ | Gape | 01U 02 | @1 A P,

where 1,2 are formulae of class ¢, and ®,, P, are
formulae of class ®.

C. Feasible Set of Signal Temporal Logic

In our previous works [20], [21], we propose a method
to compute the so called feasible set of STL formula for a
dynamic system without considering disturbances. Here we
briefly review this concept and interested readers are referred
to [21] for details.

We first rewrite Boolean formula ¢ in Eq. (2a) in terms
of the region of states satisfying the formula. Specifically,
we denote 7# by H* = {z € X | pu(z) > 0}, and we
also have H™¢ = X \ H¥ and HP ¢z = HP N HP2,
Hereafter, instead of using ¢, we will write it as x € H¥ or
simply € H. Also, we introduce a new temporal operator
U’ defined by (x,k) = ©1U[, @2 iff 3K € [k + a, k + b]
such that (x,k) = ®2 and VK" € [k + a, k'] (x,k") =
®,. Compared with U, U’ only requires that ®; holds from
instant a before ®5 holds. Note that, our setting is without
loss of generality since we have (x,k) = ®1Uj, P2 <
(x, k) E (<I>1Ufa7b]¢>2) A (Gio,q)®P1). We observe that formula
® of form (2) can be written as

N
o= /\ o 3)
=1

where N denotes the total number of sub-formulae, and for
each sub-formula @Eai’bi], it is effective within time interval
[ai, b;] and is in the form of Gi,, b7 € Hi, Fia, 5,17 € Hi
or z € H; U, @ € H7. We denote by 7 = {1,---, N}
the index set of all sub-formula and by O; € {G,F, U’} the
unique temporal operator in ®;. Also, we denote by 7 =
{i€Z|a; <k <b;} the index set of sub-formulae that are
effective at instant k. Similarly, we denote by T, = {i€Z |
b; <k} and Zs = {i€Z | k < a;} the index sets of sub-
formulae that are effective strictly before and after instant k
respectively.

Let I C 7 be a set of indices representing sub-formulae
that have not yet been satisfied. We say [ is a remaining set
at instant k if (i) Z., NI = 0; and (ii) Z~) C I; and (iii)
{i€Zy, | [0;, =G|V I]0; =U ANk = a;]} C I. We denote
by I the set of all possible remaining sets at instant k. Then
given a remaining set [ at instant k, we call formula Pl =
Nicinz, plkbil Niez., ®l**) the I-remaining formula
representing the entire task remained. The set of states from
which the remaining formula can be fulfilled is called the
I-remaining feasible sets.
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Definition 1 (/-Remaining Feasible Sets): Given an
STL formula ® of form (3), a subset of indices I C 7 at
time instant k, the [-remaining feasible set at instant k,
denoted by X ,g C X, is the set of states from which there
exists a solution that satisfies the I-remaining sub-formula

3 Uk:Ty—1 S uTq>—k

at k, i.e.,
stk p (Th, Wpery 1) = OF } @
Suppose that I is a remaining set at instant k, we denote
by succ(l,k) = {I' c I | I' € Ty;1} the set of all
possible successor sets of I. Intuitively, a transition from
I to I’ means that sub-formulae in I\ I’ have been satisfied
currently. This means that at instant k the system should be

X,gz T €X

in the region Hy(I,1") = (\;c;nz, Hi, with
HINHZ ifiesaty(l,I')
Hi={ H\HZ if 0;=U Aidsaty(l,I')

Hi if 0,=G,

where saty(I,I') ={ie€I:0, =U Ai ¢ I'}. Then I-
remaining feasible set can be computed by Theorem 1 [21].

Theorem 1: [-remaining feasible set X/ defined in Def-
inition 1 for the time instant k£ can be computed as follows

xi= U

I’ esucc(I,k)

(BN TXL) 6

where Y(-) is the one-step set defined by: for any S C X,
T(S)={reX|Iuelst f(z,u) € S}

III. MODEL PREDICTION CONTROL FOR STL

Our objective is to synthesize a feedback control strategy
such that the sequence generated by the closed-loop system
satisfies the desired STL formula under all possible distur-
bances. Furthermore, we want to minimize control effort
while maximizing the control performance.

Formally, given state x; at instant k£ and input sequence
Ug.7—1 = UkUkg4l---UT—1, We consider a generic cost
function J : X x UT~% — R. For example, J can be
defined as the nominal satisfaction degree of the STL formula
without disturbance or the total energy of the control inputs.

Our approach for solving the STL control synthesis prob-
lem follows the basic framework of model predictive control.
Specifically, at each instant, we solve a finite-horizon opti-
mization problem to compute a finite open-loop sequence
of inputs such that the cost function is minimized subject
to the constraints on both the system’s dynamic and the
STL formula. Note that we only apply the first input in
the computed sequence to the system. Then at the next
instant, we recompute the input sequence based on the
actually measured current-state and repeat until the terminal
instant. Formally, the optimization problem for each instant
is formulated as follows.

Problem 1 (Robust STL Optimization Problem):
Given system in the form of Equation (1), an STL formula
®, a cost function J, the current state x;, € X at instant
k, previous state sequence Xg.;,—1 and some constant 7',
find an optimal input sequence uj.,._, that minimizes the
cost function subject to constraints on the system’s dynamic

and the temporal logic requirement. Formally, we have the
following optimization problem

minimize J(x, Ug.r—1) (6a)
Ug:T-1
subject to
Ywi.r—1 EWTF %018 (@h, Upro1, Wiro1) = @, (6b)
Uk, Uk+1, "+ ,UT—1 celu (6¢)

Remark 1: Effective approaches have been proposed in
the literature for solving the above optimization problem.
To handle the STL satisfaction constraint, a basic approach
is proposed in [7] by encoding state sequence as well as
the satisfaction of the formula using binary variables. Then
the logical-constrained optimization problem is converted
to a Mixed Integer Linear Program (MILP). For the pur-
pose of robust satisfaction under disturbances, based on
the MILP-based approach in [7], [22] further purposes a
counterexample-guided inductive synthesis (CEGIS) scheme
that finds a robust optimal solution iteratively. There are
also some other methods to solve this robust optimization
problem, e.g., [9], [23]. In this work, we will adopt the
CEGIS-based approach in [22] for solving Problem 1 and
its variant. Note that other approaches aforementioned can
also be adopted in principle.

In the MPC framework, only the first control input wuj
in the optimal input sequence uj.,_; computed will be
applied to the system. Depending on the actual disturbance
wy, occurs, the controller will measure the new state xy41
at the next instant and recompute the optimal sequence
based on Problem 1. This procedure is formally provided in
Algorithm 1, which is referred to as the shrinking horizon
MPC because the optimization horizon of Problem 1 is
shrinking from T3 to 1 as time instant k£ increases. Here,
we assume that Problem 1 is feasible at the initial instant
k = 0 for the initial state xq; otherwise, the set of feasible
initial states can be calculated by the method that will be
introduced in Section V.

Algorithm 1: Shrinking Horizon MPC for STL
Input: STL formula ¢ of form (7), dynamic system
model of form (1) and cost function J
Output: Control input uy, at each instant k.

1T+ Te and k<« 0

2 while k£ < T do

3 measure current state xj

4 solve Problem 1 based on xq.;, 7" and ® and

obtain optimal inputs up. . | = upuy 4 up g
5 apply control input
6 kE<+—k+1

The shrinking horizon MPC provides an effective frame-
work for solving the reactive control synthesis problem
for both STL specification and performance optimization.
However, the complexity for solving Problem 1 at each in-
stant grow exponentially as the prediction horizon increases.
Therefore, the main computational challenging for shrinking
horizon MPC is in the first few instants since we need to
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predict almost the entire horizon the formula, which may
make this approach computationally infeasible for STL tasks
with large horizons.

IV. TIME INTERVAL DECOMPOSITION FRAMEWORK
A. Time Interval Decomposition

As we discussed above, the main computational challeng-
ing in shrinking horizon MPC is the predication horizon of
the task. In this paper, we still use shrinking horizon MPC as
the basis. However, we propose a new time interval decom-
position framework, which leverages structural properties of
STL formulae in terms of time interval decomposition to
further reduce the computational complexity. Specifically,
we assume that the STL formula of interest can be further
divided into a set of disjoint time intervals. Then we solve
the shrinking horizon MPC problem for each sub-task with
smaller time horizon. Finally, by putting each time intervals
together “correctly”, we solve the entire STL control synthe-
sis problem.

To motivate our approach, let us consider the STL formula
® = (Go,100™") A (Fl21,507"2) A (Fig1,100)7"*). For the
above formula, the time horizon is T = 100. Therefore,
using the standard shrinking horizon MPC, we need to
compute an optimization problem with predication horizon
100 initially, which is computationally very challenging.
However, we also note that the above formula can be written
equivalently as a conjunction of four sub-tasks with disjoint
time intervals ® = <I>[10’20] A @[221’50] A @5[351’80] A <I>£181’100],
where @1 = Gjg 207", P2 = (G21,50)7) A (Fl21,507"2),
@3 = Gp51,30)7" and @4 = (Gys1,1007) A (Fis1,10072).
As an alternative, we can enforce the satisfaction of the entire
STL formula ® by enforcing the satisfaction of each sub-task
®,. For example, initially, we enforce ®; using shrinking
horizon MPC by setting the state terminal instant to Ty, =
20 (control input terminal instant is 19). Then at instant
k = 20, we start to enforce ®, using shrinking horizon
MPC by setting the state terminal instant to Te, = 50,
and so forth. Therefore, we solve four MPC problems with
prediction horizons at most 30 instants, which is much more
easier than solving a single MPC problem with predication
horizon at most 100.

To formalize the above motivation, we assume that the
STL formula considered can be written as the conjunction
of a set of sub-tasks whose effective horizons are disjoint,
i.e., @ is of the following form

(I)[Sq),Tq,] _ (I)[lshTﬂ A (5[252,7“2] Ao A (I)EgN,TN] (7)

where S1 = S¢,Tn = T and foreachi =1,--- ,N—1, we
have T; < S;y1. To distinguish with the index in equation
(3), we say the decomposed part @ES“T"'] here as sub-task
and say @Ea“b"] in equation (3) as sub-formula.

Remark 2: The above assumption of time interval de-
composition is without loss of generality since we can always
take N = 1. But no computational reduction will be gained
for this case. However, in many practical examples, different
requirements in the global task are natural time disjoint. For

this scenario, one can decompose the whole task into more
than one sub-task.

B. Robust Optimizations with Terminal Constraints

As we mentioned above, at each instant k, suppose that k €
[T;—1,T; — 1], our approach is to enforce the ith sub-task ®;
by solving the robust optimization problem with predication
horizon from & to T; as Problem 1. Since each sub-task ®;
is satisfied within its effective horizon and the entire formula
is their conjunction, then the global task ® is satisfied.

However, the main issue of this approach is that how
we can guarantee the recursive feasibility during the entire
control process. More specifically, for k€ [T;_1,T; — 1], we
consider the optimization problem for ®; only up to 7;. This,
however, may lead to an optimal solution ending up with a
state from which some subsequent sub-tasks ®;, j > 7 cannot
be satisfied. Therefore, for each sub-task period, in addition
to the constraints in Problem 1, we also need to take the
feasibility of all subsequent sub-tasks into consideration.

To this end, we define 7; as the set of states from which
the subsequent sub-tasks A; .y ®; are feasible in the
sense that no matter what the disturbance sequence is, there
exists at least one control input sequence such that all the
subsequent STL sub-tasks can be satisfied. Formally, for
i=1,---,N — 1, we define

T = (8)

HuT’i Te-1 EuTq)_Ti ) vai Tep-1 S WTq)_Ti ’
T, €EX o
S.t. ff (xTi s UT:Tp-1, WTiIqu—l) ): /\i<j§N j

Also, we define Ty = X. Later in Section V, we will
discuss in detail how to compute terminal sets 7;. Now, in the
context of shrinking horizon MPC, set 7; can be considered
as the ferminal constraint in the optimization problem for
sub-task ®;. Therefore, Problem 1 is further modified as
the following optimization problem with terminal constraint.

Problem 2: (Robust STL Optimization Problem with
Terminal Constraint). Given system in the form of Equa-
tion (1), an STL formula ®, a cost function J, the current
state xj € X’ at instant k, time horizon [S, T, previously state
sequence Xg.x_1, and a terminal set 7, find an optimal input
sequence uj.,_, that minimizes the cost function subject
to constraints on the system’s dynamic, the temporal logic
requirement and the terminal constraint. Formally, we have
the following optimization problem

minimize

Ug:7—1
subject to
YWir—1 €W xgu g (wr, Wer-1, Wier-1) | @, (9b)
Ywir—1 €W € (@, g1, Wir) €T, (9¢)
Uk, Uk41, "+, UT—1 € U. (9d)

Remark 3: Similar to Problem 1, the CEGIS-based ap-
proach can be also applied to solve Problem 2 with the
terminal constraint. Basically, CEGIS uses inductive coun-

terexamples of the disturbance sequence to deal with forall
constraint to compute the optimal solution. Therefore, the

J(xg, ugr—1) %a)
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terminal constraint (9c) added does affect the solution pro-
cess. In our algorithm implementation, we still adopt the
CEGIS-based method.

C. Overall Framework

Algorithm 2: Shrinking Horizon MPC for STL with
Time Interval Decomposition

Input: STL formula ® of form (7), dynamic system
model of form (1) and cost function J
Output: control input u; at each instant k.

1 foreachi=1,--- , N — 1, compute 7;
21+ 1, k< 0and 175 =0
3 while : < N do

4 (I)(—(I)i,S<—TL'_1,T<—Ti

5 while £ < T do

6 measure current state xg

7 solve Problem 2 based on xg.;, T, ® and 7;
and obtain optimal inputs
Uppoy = Ul Up g

8 apply control input uj;

9 k+—Ek+1

10 14—1+1

The overall time interval decomposition framework is
formalized by Algorithm 2. Specifically, line 1 constructs
the terminal constraints in an offline manner for each online
optimization stage. The computation will be detailed in the
next section. Lines 2-10 aim at synthesizing control strategy
for each sub-task iteratively. For each specific sub-task (lines
5-9), we use the shrinking horizon model predictive control
and apply the first element of the control input sequence
to the system which is similar to Algorithm 1. Note that
line 1 is executed offline and the remaining procedures are
computed online to resist uncertain disturbances.

The following result shows that the completeness and
correctness of Algorithm 2.

Theorem 2: Given dynamic system model (1), STL for-
mula ®, cost function J and initial state xp, if we can
obtain a control input sequence ug ., ; at instant k = 0 by
Algorithm 2, then Algorithm 2 is feasible for all the time
instants and the solution with returned u* = [ug, - - -
satisfies the STL formula &.

Proof: The existence of an initial control input sequence
Uy, g = uguj - up q implies that for all possible distur-
bance sequences wq., —1, the optimization problem is feasi-
ble. At the next time step k = 1, there exists at least one sub-
optimal input sequence uj.;;, 1 = “T\o . “;"1—1\0 obtained
last time step that can resist all possible disturbances, i.e.,
the robust problem at instant k£ = 1 is feasible. Then we can
prove it recursively in the first stage. For the second stage,
we have that, from state x7,, there exists a control sequence,
e.g., Ur,.1y 1 € UT®*~T1 such that x7, 1 1.7 = /\1<i§N D,
by the definition of terminal constraint (8) since state 7, is
in the terminal set 77 by constraint (9¢) at the first stage. As
a result, at time 77, the first time in the second stage, when
solving the optimization problem (9), we can at least find

Uy 1]

a feasible control input sequence uy, ., ; to satisfy (9b),
(9¢) and (9d). Then, the same as stage 1, the problem is
feasible in the second stage. Analogously, we can prove the
recursive feasibility in the remaining stages. Furthermore, at
the last time step of each stage, constraint (9b) ensures that
the state sequence x7, ,41.7; of the current stage ¢ meets
the requirements of sub-task ®;,i € {1,---, N}. Therefore,
STL formula ® = &; A --- A &y is also satisfied. |

Remark 4: Let us discuss the computational advantage
for the proposed algorithm. First of all, the complexity
for computing terminal constraints in (9c) largely depends
on the system model and STL formula. Nevertheless, this
computation is preformed fully offline and will not be the
bottleneck of the online computations. Regarding the online
computation, in general, solving Problem 2 is exponential
in the length of the prediction horizon. Here, since the time
horizon is decomposed, the complexity for online optimiza-
tion is significantly reduced. The finer the formula can be
decomposed, the more complex reduction one can obtain.

Remark 5: Finally, we remark that, if terminal sets 7;, i €
{1,---, N} can be computed precisely, then our framework
is both sound and as complete as classic MILP method with
the consideration of disturbance. In practice, one may need
to compute the inner-approximations of terminal sets. In this
case, our framework is sound but not complete since the
terminal sets are smaller than what are needed.

V. COMPUTATION OF TERMINAL CONSTRAINTS

In this section, we provide details for the computations of
terminal sets as defined in Equation (8), which are essentially
feasible set of subsequent sub-tasks taking disturbances into
account. A direct approach to compute this set is to use a
branch-and-bound algorithm to search for the terminal set as
the framework in [24]. However, using this method, at each
branch, we need to determine if there exists control input
sequence ur,.7,—1 such that for all disturbance sequence
wr,.T,—1 the subsequent sub-tasks can be satisfied, which
is very computational challenging.

Here, instead of computing 7; explicitly, we seek to
compute its inner-approximation 7; C 7:. In terms of the
MPC problem, the satisfaction of 7{ implies the satisfaction
of 7;. Although considering the inner-approximations of the
terminal sets is a bit more conservative, the computation can
be done much more efficiently.

Specifically, we define the following set 7: to approximate
terminal set 7;
Ti = (10)

HUTivaZ ew HUT£+1VwTi+1 S @;:0 L'w
v EuTq,_leTq)_l S @?Z(J_T1'_l NRa%Y
s.t. ff(meuTi:T@—lvaiqurl) ': /\i<j§N (I)j

:L’Tié‘)('

The above defined set 7; differs from the original terminal
set 7; in two folds: (i) in the definition of 7;, we require the
existence of an open-loop control input sequence robust to all
possible disturbance sequences. However, in the definition of
7;, the control inputs can be determined after observing each
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specific states (or disturbances). Therefore, there are alterna-
tions between the existential quantifiers and the universal
quantifiers. This allows us to compute the set inductively in
a backward manner; (ii) Second, the disturbance set grows
at each instant according to the Lipschitz constant. Specif-
ically, set @fzo LW upper bounds possible disturbances
of the system at instant 7; + k. Clearly, this set is easy to
compute but larger than the actual disturbance to the system.
Therefore, the corresponding terminal set is smaller than the
actual one.

The following result formally shows that 7; is indeed an
inner-approximation of 7;.

Proposition 1: For each terminal set 7;, we have T, CT.

Proof: The proof can be found in Appendix A in [25].

Then, we present the computation methods of 7; for each
i€{l,---,N — 1} as follows with the help of I-remaining
robust feasible sets whose notion is similar to /-remaining
feasible sets in Definition 1.

Definition 2 (/-Remaining Robust Feasible Sets):
Given an STL formula ® of form (3), a subset of indices
I C 7, a starting instant s and current instant k£ with s < k,
then starting from instant s, /-remaining robust feasible set
at k, denoted by X SI r © &, is the set of states as follows,

JugVwy, E@k S LW
EUTQ 1va¢, 166971<I> 1- SLZW
St e (T, Wiy —1, Wity -1) = OF,

XL ={apex eE))

In this above definition, parameter s represents the time
instant when a sub-task starts. This information is used
in order to determine how many times the disturbance set
should be magnified. Then parameter k is still the current
instant from which the control sequence is applied. Then by
definition, when s = k = T}, the [-remaining robust feasible
set is indeed the inner-approximation of terminal set that we
want, 1.e.,

T 1
ﬂ:XTigTi’

where [ is the set of sub-formulae index corresponding to the
set of sub-task index {i+1,---, N}. For the computation of
X f x> wWe can apply a similar approach for computing X/ J in
Equation (5). Specifically, for each fixed s, we use XS o1
to compute X  in a backwards manner until £ = s. The
computation is summarized by the following theorem.

Theorem 3: For each time instant s, the [-remaining
robust feasible set X I  defined in Definition 2 for time
instant k£ can be computed as follows

Xsk_ U

I’esucc(1,k)

(Hk(l’ Il) ﬁTT()zsI,,k«H’ h(Wa 5)))a (12)

where h(W, s) = @::05 LW and Y,.(, -) is the robust one-
step set defined by: for any S C X, we have T,.(S, W) =
{reX|FueldVwe W st f(z,u)+we S}
Proof: The proof can be found in Appendix B in [25].
More implementation details of Theorem 3 can be found
in Section 5.4 in [21] which is omitted here.

VI. CASE STUDY

In this section, we apply the proposed time interval
decomposition framework to a case study of planar motion
of a single robot with double integrator dynamics. Online
simulations are conducted in Python 3 and we use Gurobi
[26] to solve the optimization problem. The terminal con-
straints are computed offline in Julia with the help of existing
packages JuliaReach [27], [28]. All simulations are carried
out by a laptop computer with i7-10510U CPU and 16 GB
of RAM. Our codes are available at https://github.
com/Xinyi-Yu/MPC4STL-TID, where more details can
be found.

System Model:
of 0.5 seconds is zpy1 =

The model with a sampling period
Axyp + Bup + wy, where

1 0.5 0 0.125 0
A= |:g cl) ? 0.5:|s B = [055 o.?25:| and state T =
0 0 0 1 9] 0.5
[z vz y v,]T denotes z-position, z-velocity, y-position and
y-velocity, and control input uy = [u, u,])? denotes a-
acceleration and y-acceleration respectively. The physical
constraints are x € X = [0,10] x [—2.5,2.5] x [0,10] x
[—2.5,2.5], and w € U = [—3,3]?. The disturbance wy, =

[We Wyg Wy wq,y]T is assumed to be bounded by a compact
set [—0.01,0.01]*.

Planning Objectives: We assume that the initial state of
the robot is ¢ = [3,0, 8, 0] shown as the red point in Fig. 1.
The control objective of the robot is to visit region A; at least
once between instants 0 to 6 (from Os to 3s), always stay at
region As between instants 14 to 15 (from 7s to 7.5s) and
finally reach region As at least once between instants 22 to
25 (from 11s to 12.5s). Such an objective can be specified
by STL formula, & = F[O,G]Al N G[14715]A2 A F[22’25]A3,
where A1 = (z € [7.5,10]) A (y € [7.5,10]), Ay = (z €
[0,3))A(y €[0,3]) and A3 = (= € [7.5,10]) A (y € [0,2.5]).

Simulation Results: In our framework, we can decom-
pose the formula ® into <I>[0 2 and @[213’25] as @[10’12] =
F[O,G]Aly ¢[ 3,25] = G[14’15 A2 A F[22725]A3. For this case,
there is only one terminal set at instant 12 needs to be
computed, whose inner approximation is shown as the red
shaded part in Fig. 1. The online executed trajectory is also
shown in Fig. 1. Specifically, the simulation result of the
first stage is represented by blue dots and solid line; the
simulation result of the second stage is printed by black dots
and dashed line. Clearly, the black rectangle dot x5+ falls into
the approximated terminal set X 1{22?2} in order to ensure the
continuation of the task. Note that the offline results shown in
the figure is the projection to the first and third dimensions
but the terminal set is still constrained in the complete 4-

dimensional state space.
TABLE I

COMPARISON OF SIMULATION RESULTS
Computation time

Algorithms Cost
k=0 (s) k=1 (s) total (s)
Our method 0.2741 0.0625 1.487 -1.2476
General method  3.4345  5.1492 21911  -1.2499

In terms of computation time and performance, we com-
pared our method with the standard MILP method in [7].
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Fig. 1.
The comparison result is shown in Table 1, where the cost

The result of simulation trace.

function we used is J(xy, ug.7—1) = _p;{:O:kEf(mk’uk:T—l)yk—’—
0.67x 107" x X1 (u? +u2). Note that all results in Table 1
are averaged results among 50 simulations.! Compared with
the standard MILP approach, one can see that the cost of
the trajectory using our approach is slightly higher. This is
because we do not solve the optimization problem globally.
However, using our approach, the computation time for the
online optimization problem is significantly smaller than that
of the MILP approach, especially for the initial stages. In
particular, the MILP approach cannot keep pace with the
sampling time 0.5s of the system. However, our approach
can ensure online control for this system.

VII. CONCLUSION

In this work, we proposed a new framework for model
predictive control of STL specifications. We showed that, by
effectively computing the terminal set of each subsequent
sub-task, the long horizon MPC problem can be decomposed
into a set of MPC problems with shorter horizon. In this
work, we assume that the STL formula can be naturally de-
composed into several sub-tasks with disjoint time intervals.
In the future, we aim to relax this assumption by tackling
the case with any receding prediction horizon.
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