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Abstract: In this paper, we investigate the formal synthesis of discrete controllers for linear
temporal logic tasks under partial information. Existing works on this topic mainly focus on find
sure winning or almost sure winning control strategies under some assumptions regarding the
system’s atomic propositions. In this work, we consider non-blockingness as the metric as the
achievement of the task. Specifically, we require that at each instant, the controller maintains
the possibility to achieve the LTL task under some environment’s behavior. We first present an
offline algorithm for the computation of the winning region over the belief state space. Then
we present an online control algorithm that effective solves the control synthesis problem. The
proposed control algorithm is also illustrated by a case study of robot task planning.
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1. INTRODUCTION

Task planning and decision-making are the central prob-
lems in the field of autonomous robots. Recently, there
has been a growing interest in task planning for robots for
high-level specifications described by, e.g., linear temporal
logic (LTL). In this setting, the robot needs to accomplish
a complex task in a dynamic environment, such as go to
some region before doing something or first do something
and then visit some region infinitely. There have been
considerable recent works on temporal logic based task
planning; see, e.g., Kantaros et al. (2019); Yu et al. (2022).

Many existing works on temporal logic based task planning
are based on the assumption that the controller can access
the complete state information of the system. In practice,
however, only partial information of the system might be
available. Therefore, there has been growing interest in
task planning problem under imperfect information. Such
control synthesis problem under partial observations can
be modeled by partially observable Markov decision pro-
cesses, or by two player games with imperfect information
see, e.g., Belta et al. (2017); Raskin et al. (2007); Chatter-
jee et al. (2016); Fu and Topcu (2016); Ramasubramanian
et al. (2020); Sakakibara and Ushio (2020).

For games with partial observation, it was shown that the
standard sure winning condition in Raskin et al. (2007) is
difficult to achieve under the general setting. Therefore,
researchers seek for synthesizing sure winning controllers
and almost sure winning controllers under the assumption
that all observational equivalent states have the same
atomic proposition. In the context of supervisory control
of discrete event system, there are also many results on
synthesis of supervisors under partial observation Cai et al.
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(2014); Ru et al. (2014); Yin and Lafortune (2016b);
Ma and Cai (2021); Ji et al. (2021). In particularly, Yin
and Lafortune (2016a) solves the problem of synthesizing
maximally permissive non-blocking supervisors, where the
system always has the possibility to reach a desired state.

In this paper, we consider the problem of synthesizing con-
trollers for (non-deterministic) labeled transition systems
under partial observation in the general setting. Specifi-
cally, we consider a fragment of LTL formulae, which can
be accepted by deterministic Biichi automata, as the con-
trol objectives. Then we solve a new non-blocking control
problem for this setting. Specifically, our contributions are
as follows. First, we present an approach for the offiine
computation of the winning region in the belief structure
for such a problem. Then, based on the offline computed
winning region, we design an online control algorithm
solving the non-blocking control problem. Our result is
different from the almost sure winning controller synthesis
and Raskin et al. (2007) since no assumptions on the
environment’s strategy and observation equivalence are
considered. Our online control scheme is also different
from the non-blocking supervisory control algorithm Yin
and Lafortune (2016a) where the supervisor is computed
fully offline. Furthermore, we provide a sufficient condition
under which the proposed non-blocking controller is also
sure winning.

2. PRELIMINARY
2.1 System Model

We consider a system modeled as a label transition system
(LTS), which is a tuple

T = (X, Act, A, Xy, AP, L),
where X is a finite set of states representing, e.g., the
physical locations or the status of the systems; Act is a
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finite set of actions or control inputs; A : X x Act — 2%
is the non-deterministic transition function, where z’ €
A(z,a) means that at state x, the system may move
to state =’ by taking action a; Xg € X is the set of
possible initial states; AP is the set of atomic propositions
representing basic properties of our interest; L : X — 24P
is the labeling function that assigns each state a set of
atomic propositions.

Let A be a set. We denote by A“ and A* the set of all
infinite sequences and finite sequences over A, respectively.
For states z,2’ € X and action a € Act, we also write
as ¢ = o' if ©’ € A(x,a) and as x — 2/ if 2 & 2/
for some a. Then a path generated by LTS T is an
infinite sequence of states 7 = zgzrizo--- € X¥ such
that zg € X9 and z; = z;41,Ve > 0. We denote by
Path(7) and Path(7)* the set of all paths and finite
paths generated by 7. The trace of path 7 € Path(T) is
Trace(r) = L(zo)L(x1)L(x2)--- € (247)¥ and we denote
by Trace®™(7) the set of all finite traces generated by 7. Let
2 C ¥¥ be a set of infinite sequences. We denote the set
of finite prefixes of 2 as Q = {p € ¥* | Jw € T, pw € O}.

2.2 Partial Observation Controller

The original behavior Trace(7) may contain some unde-
sired traces. Therefore, a feedback controller is usually
imposed on the system such that the closed-loop under
control satisfies some requirement. In general, the con-
troller may not be able to access the full state information
of the system. Instead, it may have its partial observation
described by a mapping H : X — O, where O is a
finite set of observation symbols. Mapping H also classifies
the state space into equivalence classes {[z], | 0 € O},
where [z], = {¢ € X | H(x) = o}. For any finite
path 7 = zoxy--- € Path(7T)*, we denote by H(r) =
H(zo)H(z1)--- € O* its finite observation sequence. Then
a controller is a function C' : H(Path(7)*) — Act that
determines the control input based on its observation.

We denote by 7o the closed-loop system under con-
troller C. Then a finite path 7 = xoxy--- € Path(7T)*
is generated by To if Vi > 0 = Tiy+1, wWhere
a; = C(H(xozy---x;)). We also denote by Path(7¢)* and
Trace™(7¢) the sets of all finite paths and traces generated
by T¢, respectively.

2.8 Linear Temporal Logic

The control objectives are described by Linear Temporal
Logic (LTL) formulae with the following syntax

¢pu=True X[ ¢ [ d1 A2 [ O | 1 U ¢o,

where ¥ € AP is an atomic proposition, = and A are
Boolean operators “negation” and “conjunction”, respec-
tively, and () and U are temporal operators “next” and
“until”, respectively. We can also define other temporal
operators such as “eventually” by $¢ := True U ¢ and
“always” by O¢ := —{—¢. LTL formulae are evaluated on
infinite words gnﬁnite sequences over 27). For an infinite
word o € (247)%, we denote by o F ¢ if it satisfies LTL
formula ¢. The reader is referred to Baier and Katoen
(2008) for more details on LTL semantics. We denote by
Word(¢) the set of all infinite words satisfying ¢.

Given an LTL formula ¢, in general, Word(¢) can be
accepted by a mon-deterministic Bichi automaton or a
deterministic Rabin automaton. In this work, we assume
that LTL formula ¢ can be accepted by a deterministic
Biichi automaton (DBA). This assumption is restrictive
since it does not hold for formulae such as $O. Formally,
a DBA is a 5-tuple A = (S,3,0,5s0,S5r), where S is a
finite set of states, ¥ = 247 is a finite alphabet, & : S x
>, — S is the transition function, sq is the initial state, and
Sr C S is the set of accepting states. For an infinite word
p = 0109+ € X% it visits a unique infinite sequence of
infinite states p = sgs1--- € S“, called a run, in A such
that s;4+1 = 0(s;,0;+1). An infinite run 7 € S¢ is said to
be accepted by DBA A if inf(7) N Sp # 0, where inf(m)
is the set of states that occurs infinitely in p. An infinite
word p is said to be accepted if its run is accepted. We
denote by L(A) the set of all accepted words. Then for
any LTL formula ¢, we denote by Ay the DBA such that
L(Ag) = Word(¢).

2.4 Problem Formulation

In the context of controller synthesis under partial ob-
servation, one problem is to synthesize a controller that
achieve the LTL task for sure, i.e., Trace(T¢) C Word(o).
However, as discussed in Raskin et al. (2007) that, sure
winning controllers are generally very restricted and dif-
ficult to synthesize for partially observed systems. And
almost sure winning controllers require assumptions on
environment behavior. To the end, one may seek for syn-
thesizing strategies that are less restrictive and do not
require assumptions.

In this work, motivated by the work of supervisory control
of discrete event systems, we adopt the notion of non-
blockingness as the winning condition, which is further
weaker than the almost sure winning condition. Specifi-
cally, we say a feedback controller is non-blocking w.r.t.
a LTL task, if for any possible instant, the system always
hold the possibility of generating infinite traces satisfying
the LTL tasks. Note that the satisfaction of the task may
need the cooperation of the environment. Therefore, a non-
blocking system means that, as long as the environment is
not fully adversarial or never making mistake, the system
will eventually achieve the temporal logic task. Formally, a
feedback controller C' is said to be non-blocking for system

T w.r.t. ¢ if Trace™(Te) € Word(¢). Our objective is to
synthesize such a controller.

Problem 1. Given system 7, observation mapping H
and LTL formula ¢, synthesize a control C : O* — Act

such that Trace®(7¢) C Word(¢).

3. CONSTRUCTION OF WINNING REGION
8.1 Belief Transition Systems

In order to incorporate the completion status of the LTL
task ¢ into the system model, we first define the product
system.

Definition 1. (Product Systems). Given LTS T = (X,
ACt, A, X(), 14137 L) and DBA Aqs = (S, E, (57 S0, SF), the
product system is a new LTS

T=Tx Ay = (X, Act, A, Xy, AP, L),
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where X = X x S is the set of (product) states, Act is
the same set of control inputs, A : X x Act — 2% is the
transition function defined by: for any Z = (z,s),2’ =
(z/,s') € X and a € Act,
P eAi,a) iff 2’ eAz,a)Nd(s,L(z')) =5

Xo = Xo x {s0} is the set of initial states, and L is the
labeling function defined by for any Z = (z,s) € X, we
have L(Z) = L(x).

We denote by Xrp = {(z,s) € X | s € Sp} the set of
product states whose second components are accepting.
We also extend the observation function to H : X — O by
for any # = (z,s) € X, we have H(Z) = H(x).

Due to the partial observability of the system, the con-
troller does not know the exact (product) state of the
system. Instead, it only knows a set of its possible current
states, which is referred to as a belief state. By issuing a
control input and making a new observation, the controller
can update its belief state. This belief evolution is captured
by the following belief transition systems.

Definition 2. (Belief Transition Systems). Given product

system T and observation mapping H, the belief transition
system is defined as a 5-tuple

B = (Q7 ACt7 AB7 Q0>7

where

e Q={qe2X|Vi,# € q H(Z) = H(#)} is the set of
belief states;

e Act is the same set of actions;

e Ap: QxAct — 29 is the non-deterministic transition
function defined by: for any ¢q,¢' € Q and a € Act, we
have ¢’ € Ag(q,a) if

¢ = (UsegA(E,a)) N [Z], for some 0 € O

e Qo ={q € 2%o . g = Xo N [Z], for some o € O} is

the set of possible initial belief states.

Note that, given a belief state ¢ € @, since all (product)
states in it has the same observation, we can also write
H(q) as the same observation for all states in it, and
we have ¢ C [Z]y (). Clearly, we have H(Path(T)) =
H(Path(B)). Therefore, we can also design a controller
for B and apply back to 7. It has been in Raskin et al.
(2007) that, under the assumption of all observational-
equivalent states having the same propositions, the sure
winning synthesis problem for 7 can be directly solved as
a Biichi game on B by considering those beliefs containing
some accepting state (in fact, all states in it are accepting)
as accepting beliefs. This also suggests that a belief-state-
based strategy is sufficient for the synthesis problem.
However, without the assumption on propositions, the
synthesis problem becomes much challenging as shown by
the following example.

Example 1. Given a LTS system 7 and a task described
by LTL ¢, assume that the product transition system 7T is
presented in Fig.1(a). The belief transition system B gener-
ated is in Fig.1(b). Clearly, there is no belief state in which
all states are accepting. However, if we consider beliefs
states, in which some states are accepting, as accepting
beliefs, e.g., states {q1,q2,¢3}, then we will have the fol-
lowing issues. According the solution of Biichi games, the

0O

q1

©C)

qz

Fig. 1. An example of belief transition system (a) Product
transition system 7' (b) Belief transition system B

controller can either take action a; at qg, following action
a1 at g1 and action a; at g3 or action as at g returning
to qo; or take action as at gg following action a; at ¢o
and action ay at g3 or action ag at ¢ returning to gg. All
these strategies do not consider history information and
can infinitely visit accepting beliefs {¢1, g2, g3 }. However,
if we investigate into system’s actual path induced by
the aforementioned strategies, it can be discovered that
some strategies cannot guarantee achieving the task. For
example, if action a; is taken at belief g9, then no matter
what action the system takes at g1, the future potential
product path of (Z3Z7)“ can be generated in practice,
which visits none of the accepting states.

The above example reveals that, for the general case, we
cannot simply characterizing belief states as accepting
and non-accepting, and reduce the partial observation
synthesis problem to the case of full observation. To tackle
the synthesis problem, we need to further investigate the
actual interconnection between states in belief states, and
belief-based-strategy may not be sufficient.

8.2 Computation of Preliminary Winning Regions

First of all, we define

Qr={g€Q|qnXr#0}

as the set of accepting belief states. As we discussed
in Example 1, visiting accepting belief states is only a
necessary condition for achieving the task. We denote by
Win(Qr) C @ the set of belief states from which the
controller can ensure visiting Qg infinitely often, i.e., the
winning region of Biichi game in B w.r.t. Q. Note that,
since staying in Win(Qp) is only necessary to achieve the
task, we refer Win(Qp) to as the preliminary winning
region, which can be computed by the standard Biichi
game techniques.

Formally, let « C @ be a set of belief states in B one wants
to reach. We define the controlled predecessor of v by

CPre(1) = {g € Q| Ja € Act s.t. Ap(g,a) C 1}
The k-step attractor Attr()(2) of 1 is defined by
Attr©@(2) =
Attr® D () = attr® (1) U cPre(Attr® (1))
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Then the attractor of » is defined by

attr(r) = | ater® (o).
k>0
Similarly, let + C @ be a set of belief states in B one wants
to avoid. We define the adversarial predecessor of 1 by

APre(1) = {q € Q | Va € Act s.t. Ag(g,a) N1 # 0}

The k-step avoid-region Avoid®) (1) of 4 is defined induc-
tively by

Avoid V(1) =
Avoid Y (1) = Avoid® (1) U APre(Avoid ¥ (2))
Then the avoid-region of 1 is defined by

Avoid(z) = U Avoid™® (4).
k>0

Note that not all accepting belief states in Qp can be
visited infinitely often. For example, in order to visit Qg
again, we should not start from a state in Avoid(Q \
Attr(QF)). Therefore, we shrink the set of accepting belief

states Q;?) D Qg) D .- inductively by

¥ =Qr
R — QW avoid(Q \ Attr(QY))

We define Rec(Qr) = limy o0 ng) as the set of recurrent
accepting belief states of Q. Then, we have

Win(Qr) = Attr(Rec(QF)).
3.8 Computation of Actual Winning Regions

The preliminary winning region Win(Q ) is very rough and
needs to be further pruned iteratively to get the actual
winning region denoted by Win™(Qr). Because the belief
transition system can only describe the relation between
groups of states and cannot represent the details of how
system’s states are actually connected with each other.

The adjustment process of preliminary winning region is
conducted iteratively. In each iteration, a zoomed transi-
tion system is constructed to zoom into the belief transi-
tion system to identify and delete unqualified belief states.
Then a new winning region is recomputed. The iteration
stops when an convergence of the final winning region is
reached. We will illustrate the details of winning region’s
adjustment as follows.

The adjustment of preliminary winning region is con-
ducted based on a product transition system called the
interconnected transition system.

Definition 3. (Interconnected Transition Systems). Given
a belief transition system B and a set of belief states
R C @, which will be referred to as the reference region,
the interconnected transition system induced by reference
region R is a tuple

B(R) = (Qa ACt7 A, QO),

where

e Q={(%q) | g € R, & € ¢} is the set of all pairs of
belief states in R and augmented states in each belief
states;

e Act is the same set of actions;

e A:Qx Act — 29 is the non-deterministic transition
function defined by: for any ¢ = (Z,q),¢ = (&',¢)
and a € Act, we have § € A(§,a) if

. ¥ € A(Z,a); and
- ¢ € Ag(q,a) C R.

e Qo= {(Z,9) | ¢ € RN Qo, T € q} is the set of initial

states.

We define the set of accepting pairs in B(R) by

QF)RZ{(.’I?,Q)GXXQ|,%€XF/\.’Z'€(]}§Q
Then let R C @ be a reference region. We denote by
‘/E?IR(-) the Biichi winning region operators in intercon-
nected transition system B(R), respectively.

Now, let us assume that initially the reference region R is
Win(Qr). Then constructing its interconnected transition

system B(R), one may find that some state in it may not
actually be able to reach an accepting state, e.g.,

(#,q) ¢ Wing(Qr,g)-
In this case, we should remove state (&,q) from B(R). In

fact, since the controller cannot distinguish states inside of

belief state g, all state of (-, ¢) should be remove from B(R)
This suffices to remove belief state ¢ from the reference
region R.

Therefore, we iteratively shrink the reference regions Ry 2

Ry D -+ as follows:
Ry =Win(Qp) (1)
Riung = {q € Ri | 3(i,q) € Q\Wing, (Qrr)} (2)
R; rem = Avoid(R; ung U (Q\R:)) N R; (3)
Riy1 = Win(Qp N (Ri\Rirem)) (4)

We define Quin = limy_oo R*) C @ be the limit of the
above reference region sequence, which is also referred to as
the actual winning region. Qi, induces a interconnected
transition system B (Quin). We denote the set of all pairs
and accepting pairs appear in B’(me) as me and Qacc,
and the set of all states and accepting states appear in
Quin as Xyin and X

The following result formally shows that, the above com-
puted winning region is indeed necessary for the purpose
of non-blocking controller synthesis. In fact, the sufficiency
will be clear once our synthesis algorithm is presented.

Proposition 1. Given an arbitrary controller C, the in-
duced closed-loop system T¢, its constructed belief tran-
sition system B¢ and LTL formula ¢, if 37 € Path(Bc)
satisfies 7 ¢ (Quin)“, then Trace(Te) € Word(¢).

4. ONLINE CONTROLLER ALGORITHM
4.1 Overview of the Algorithm

The main idea of our online control strategy is as follows.
Initially, we have an initial belief and we do not know
the previous state of the system. Therefore, we need to
alternatively assign each possible initial state a chance to
reach accepting state. Specifically, our strategy is to al-
ternately transfer initial belief state’s inner states towards
accepting states until all of them have reached accepting
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states, which means that only one initial inner state will
be focused at each time until all of its potential paths
have reached accepting states. Extra memories are needed
to assemble history information and record the implicit
relations between current inner states and their origination
from initial states. So we introduce augmented state and
action generation state to record the history information
and make current step control decision. The non-blocking
control strategy C for controller is constructed by online
information update and offline decision generation, shown
in Algorithm.1 and Algorithm.2. Firstly, the existence of
non-blocking control strategy will be determined. If the
initial state is outside the winning region computed above,
then there do not exist non-blocking control strategy.
Given an initial observation and corresponding belief state,
its augmented state, and current action generation state
will be firstly initialized. Then a decision will be made by
offline decision generation function Action based on cur-
rent action generation state, and the system will take this
action. After that, the system receives a new observation
representing another belief state, its corresponding aug-
mented state will be constructed. This alternating process
ends when the system reaches a special augmented state
marking that all the possible product states originated
from initial belief state are either impossible to happen
according to the information along the path or have al-
ready reached an accepting state. Then a new iteration
will start initialized by the current belief state.

Algorithm 1: Online Control Algorithm
1 receive the initial observation o

2 ¢ XoN [Z]o, Gavg < {(z,2,0) | z € ¢}
3 Tact < randomly pick a state from ¢

4 make control decision a + Action(Zact,q, B)
5 while receive new observation o € O do
6 q < A%bs (qv a, O)v Gaug — AaBug (Qaug7 a, O)

7 if V(Zint, Teur, D) € Qaug : b =1 then

8 Qavg < {(z,2,0) |z € ¢}

9 | Tact < randomly pick a state from ¢
10 if (A(Zger,a) N [2]0)\Xaee # 0 then

11 randomly pick a state
zl € (A(Taet, a) N [2]0)\ Xace and set

cur ,
Tact < Teur

12 else
13 if 3(2int, 20y 0) € Goug then
14 randomly pick an augmented state

‘ (Tint, Thyyy 0) € Geur and set Taey < 2L,
15 else
16 L randomly pick an augmented state

(Tints Thurs 0) € Qour and set Tacy < Thyy

17 make control decision a < Action(Zact, g, B)

4.2 Non-blocking Control Algorithm

Given an arbitrary belief state ¢ € Quin, Wwe want to
ensure all the inside product states which are not accepting
can reach accepting states in future. When the system
transfers to a belief state ¢/, we want to track which
inner states of ¢’ can be originated from which non-
accepting initial inner state of ¢. So augmented state

Qang € 9 XX Xx{0,1} g designed, and each element of it

is constructed by three parts: (Zing, ZTcur,d) € X X X X
{0,1}. Current inner state zq, € ¢’ is an inner state of
current belief state ¢’. Initial inner state ine € ¢\Xqce s
the potential origination of current inner state. Boolean
variable b records whether this path originate from i,
have already reached accepting states. Apart from the
relationship between initial inner states and current inner
states, the algorithm also needs to determine which current
inner state will be used to generate action decision. At each
step only action generation state T... € ¢’ is considered
and transferred towards accepting states.

When the system is initialized at belief state ¢ according to
initial observation, augmented state gaug is concomitantly
initialized in line 1-2. Current action generation state xacy
is initialized by randomly picking from g. Control decision
is made and conducted by offline function Action in line
3-4. After receiving a new observation, the system will
update its belief state and augmented state as follows. Let
Gavg € 2XxXx{0.1} For ¢ € Act,o € O, we define the
update functions as follows.

ALY (qaug, a,0) =

El(xintvivcura b) € qaug s.t.
(2], € A(Teur,a) N [z],] and (5)
W =1iffb=1val,, € Xp]

AR (q,a,0) = {¢' € Ap(g,a) | H(¢') = o} (6)

Function A%" updates the augmented state. This function
means that if product state al, originated from gy,
and zjny is proven to be impossible according to received
observation after taking action a, then its successors will
be excluded from future augmented states. Also, if such
product state ., reaches an accepting state, it will be
marked by setting Boolean variable b’ = 1. Function A%*

updates the belief state according to the observation.

(Tine, Teur, ) |

After the update of belief state and augmented state, ac-
tion generation state .. is picked in line 7-15, considering
both current g.ys and last step’s xace. If all states have
reached accepting states, then gauz and .. are initialized
for a new iteration in line 7-9. If there exist successors
of last step’s x.c¢ under current observation that have not
reached accepting states, then randomly pick one successor
to update x,c¢ in line 10-11. Otherwise, the update prin-
ciple of action generation state in line 13-16 means that
if there no longer exist current inner state x,.t’s direct
successors, then in the next step, current inner product
states originated from other initial inner states zf,, will
still not be resolved when there still exists unfinished
current inner states originated from xi,s.

The control decision is generated by an offline function
Action, based on the interconnected transition system of
the winning region computed in Subsection 3. Given an
action generation state x,.¢, arbitrary belief state ¢ and in-
terconnected transition system l';’, if (Zact, q) is in system’s
(i41)-step attractor, we enforce its visit to i-step attractor
to approach accepting states. Note that this computation
is conducted in interconnected transition system, reflecting
the system’s dynamic in reality. We assume the system’s
actual state to be x4t and ignore all other potential inner
states of current belief state. Such an assumption is rea-

12188



Preprints of the 22nd IFAC World Congress
Yokohama, Japan, July 9-14, 2023

sonable because all the other unconsidered inner states will
not be neglected permanently but considered alternately
in the future.

Algorithm 2: Action

given Tact,q, B

compute Quin, Qacc out of B
find 7 such that

(xacfm Q) S Attr(i+1) (Qacc)\Attr(i) (Qacc)
randomly pick an action a such that

A((@ace ), a) S Attr (Qacc)

D ULk W N -

4.8 Properties of Problem Solution

In the proposed algorithm, for an arbitrary belief state in-
side winning region, whether a product state inside it have
visited accepting states is described by Boolean variable b
in augmented state. And arriving at an augmented state
with all the Boolean variable b = 1 means that the system
must have visited accepting states during its past tran-
sitions regardless of its uncertainty of the environment,
which is illustrated in Proposition 2.

Proposition 2. Given a belief transition system B, an
arbitrary initial belief state ¢ € Quin and a non-
blocking controller C, if the system visits a state ¢’ with
V(Zint, Teur, ) € Gaug, b = 1 then all finite paths from ¢ to
q' have reached accepting states.

The algorithm maintains the belief states transition inside
winning region to always avoiding the system from possible
permanent failure, which is proved by Proposition 1. Also,
Proposition 2 shows that the algorithm infinitely guides
all the system’s potential states towards accepting. Based
on the above properties, the proposed algorithm generates
a non-blocking controller providing the future satisfaction
of given task, which is presented in Proposition 1.

Proposition 3. Given a belief transition system B with
an arbitrary belief state ginit € Quwin and a LTL spec-
ification ¢, under C the closed-loop system 7T¢ satisfies

Trace™ (7T¢) € Word(9).

We now discuss the conditions when our proposed non-
blocking controller can deterministically satisfy LTL task
by surely winning the game. Given system 7T, observation
mapping H and LTL formula ¢, controller C' : O* — Act is
a sure winning controller if it induces a closed-loop system
T¢ such that Trace(T¢) € Word(¢).

It can be obviously concluded that the non-blocking con-
trol algorithm becomes a sure winning control algorithm
when reaching an convergence, which provides a sufficient
condition for sure winning problem solution, shown in
Proposition 4.

Proposition 4. Given a belief transition system B under
a non-blocking controller C, if V¢ € Qn, the system will
always visits states satisfying V(Zint, Tcur; b) € Qaug, 0 = 1
in finite steps then C' is a sure winning controller.

We also provide two sufficient conditions of non-blocking
control strategy’s convergence, which are common and
reasonable in practice.

Proposition 5. We define Actions(zcyr,q,B8) C Act as
the set of all actions possibly generated by function

Action(Zeyr,q, B). Given a belief transition system B un-
der a non-blocking controller C, if Vq € Quin, VT cur, Thyr €

N = cur

q satisfy Actions(Teur,q, B) = Actions(al,.,q,B) then C
is a sure winning controller.

Proposition 6. Given a belief transition system B under
a non-blocking controller C', C'is a sure winning controller
if the following condition is satisfied: Vqo € Quin, and
V7p € Path(B¢)* with initial state of ¢, if 37 € Path(B¢)*
with H(7) = H(7p), such that 7 has not visited accepting
states, then there does not exist a belief state that appears
more than once in 7.

5. CASE STUDY

In this section, our strategy design method is applied to
control a robot in a pick-delivery scenario. The robot’s
mission is to pick up cargo and deliver them to receiv-
ing spot while avoiding moving and stationary obstacles.
After finishing a delivery mission, a new pair of pick-
up and delivery spots will be randomly allocated. The
workspace of robot is simplified to a gridworld of 5 x 5
shown in Fig.2(a). Red regions of (3,1) and (5,1) are pick-
up spots of cargo, green regions of (1,3) and (1,5) are
delivery destination, black regions of (5,4), (5,5), (4,5) and
(3,4) are dangerous regions that the robot must avoid.
Blue circle at (1,1) represents robot’s charging station.
There exists a moving obstacle, whose movement cannot
be controlled by robot. The moving obstacle’s movement
pattern follows a determined trajectory simplified by black
dash arrow while randomly waiting at waiting point at
(4,4). There exist slopes around pick-up spots, which may
affect robot’s movement, denoted by grey dash arrows in
regions around red regions. Robot’s movement opposite
to the direction of slope will not be changed, otherwise
the environment may force the moving result towards
arrow direction. The robot has a limited knowledge of the
environment. The robot will not know where the cargo is
coming out until it reaches a pick-up spot, so does the
case of delivery at entrance doors. Also, the robot has
a limited sensing ability so that it will only be alerted of
moving obstacle’s existence within ambient 8 grids without
the precise location. The robot’s available actions contain
moving one step in four directions and waiting, denoted by
Act = {1,{,—,<,—}. The transition function describes
the dynamic of system, and as the robot moves, the envi-
ronment changes as well. The system state is initialized
to be g = (20, (Zpo, Tao, Two)) € Xo, where x40 =
(17 1)axp0 € {(37 1)7 (57 1)}axd0 € {(15 3)7 (1a 5)}75511)0 =
(4,4). The robot’s mission is described by LTL specifi-
cation ¢ = O-danger A OO (pick A Sdeliver) A Odcharge
and can be described by a DBA B.

Robot’s potential decisions at each position under our
strategy are shown in Fig.2(b), according to Proposition
6, the algorithm reaches an convergence and becomes sure
winning. The robot will firstly move towards the nearest
pick-up spot at (3,1). After reaching (3,1), the robot will
update its belief of environment and if the cargo is picked
up here, it will then directly move towards the nearest
potential delivery destination at (1,3). If the cargo is not
picked, the robot will make decision based on its obser-
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Fig. 2. (a) Workspace simplification for robot in a delivery
scenario. (b) Robot’s potential action under non-
blocking control strategy.
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Fig. 3. (a) Gridworld of the experiment (b) Snapshot at
initial time point (c¢) Snapshot during the experiment

vation of the moving obstacle’s location. If the moving
obstacle is detected nearby, the robot will wait for it to
leave, otherwise, the robot will move towards pick-up spot
at (5,1). In this case, if the moving obstacle is sensed after
arriving at (5,1), the robot will also wait before moving
towards the nearest delivery destination. After reaching
the delivery destination at (1,3), if the cargo is take away,
the robot will return to charging station, otherwise, it
will move towards the other destination at (1,5) before
its return. Under our proposed strategy, the robot will
always complete its mission under any combination of
target region while avoiding moving obstacles.

We conduct a simplified real-world experiment of the de-
livery scenario that only involves random task assignment
and moving obstacle avoidance. The workspace is simpli-
fied to a gridworld of 5 x 5 shown in Fig.3(a). The red and
blue regions represent pick-up and deliver spots. The mov-
ing obstacle is represented by a robot, and its movement is
restricted to gray regions represented by dash arrows. The
maximum continuous waiting time for robot and moving
obstacle are both restricted for better presentation. The
initial starting spot is shown in Fig.3(b). The pick-up and
delivery spots are initially set to be A and D and changed
to C and B. The complete experiment video is available in
https://github.com/LiShuaiyi/ifac2023.

6. CONCLUSION

In this paper, we formulated and solved a non-blocking
control synthesis problem for a fragment LTL tasks un-
der partial observation without assumptions on observa-
tions and atomic propositions. Compared with existing
works, which focus on (almost) sure winning strategies,
we adopted the notion of non-blockingness as the metric
to evaluate the winning condition of the controller. We first

presented an offline algorithm for computing the winning
region of the synthesis problem. Then we presented an
online control algorithm for generating control actions on-
the-fly. In the future, we aim to identify necessary and suf-
ficient condition under which the non-blocking controller
is also sure winning.
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