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3 Functions of Random Variables

Expectations

» Suppose that we perform the same experiment independently for N times and get nu-
merical outcomes x1, x5, ...,xry. Then the average outcome is m = % va T

» In advance of performing the experiments, by knowing the distribution, we can expect
that there are Npx(z) outcomes will take value z. So the “expect average” should be
m A+ > g TNpx(x) = 3, g wpx (2). This leads to the concept of expectation.

Definition: Expectation

A random variable X : Q — R is said to be integrable if [, |X|dP < oco. If so, then
its expectation is defined by

>, Tipx (x;) if X is discrete
B(X) z/QXdP:/RdeX _

ffooo zfx(x)dx if X is continuous

» Remark: a random variable may not have an expectation
(1) Consider the Cauchy random variable with PDF fy(z) = £ 52—. Take A =1,

— T 2422

R e 1 1 oy 1 n|>®
E(X)—7T/C>C>x1+$26lx—27r 7ood(1n(1+x))—27rln(1+x)_Oo—oo 00

(2) Keep tossing a coin until H appears. If H appears at the kth time, then you get ¥2F
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Functions of Random Variables

» We call that a random variable X : {2 — R is a F-measurable function on 2. If we further
consider a function g : R — R, then this gives us a new function go X : 2 — R. Usually,
we denote this new function as Y = g(X). Note that Y = ¢g(X) may not be a random
variable. To have so, we need to require that

VBeBR):g Y (B)eBR)= X"(¢g'(B)ecF

» If g(X) is a random variable and its expectation exists, then

> 9(xi)px(x;) if X is discrete
E(9(X)) :/QQ(X)dP:/g(:v)dPX(x) -

R [ 9(x) fx(x)dx  if X is continuous

» There are some useful expectations of functions
— Variance of X: var(X) = E((X — E(X))?).
— Kth Moments of X: E(X¥).
— Kth Central Moments of X: E((X — E(X))¥).
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Multiple Random Variables and Independence

» Two random variables X and Y can assign values for the same sample space €2. Essentially,
they are looking at the probability space from two different angles: one from o(X) and
the other from o(Y).

» For any two Borel sets A, B € B(R), {X € A} and {Y € B} are all events in F since
random variable are F-measurable. Therefore, it makes sense to consider a new measure

Pxy : B(R) x B(R) — [0,1] defined by

Pxy(A,B)=P{X e€eAln{YeB})=P{weQ: X €AY € B})

» Recall that two events A, B € F C 2% are independent if P(AN B) = P(A)P(B).
Therefore, we can also talk about the independence of random variables as follows.

Definition: Independence of Random Variables

Two random variables X : 2 — R and Y : (2 — R are said to be independent if
for any two Borel sets A, B € B(R), events {X € A} and {Y € B} are independent.

The case of n random variables is defined analogously.

» In fact, we have a more general definition of independence based on o-field.

Definition: Independence of o-Fields

Two o-fields G, H C F are said to be independent if any two events A € G and
B € H are independent.

— Hence, two random variables X and Y are independent iff o(X) and o(Y") are.

— We say a random variable X is independent of a o-field G C F if o(X) and G
are independent.

» Similar to the case of CDF, by considering A = (—o0, z] and B = (—o0, y|, we can define
the joint CDF F : R? — [0,1] by

Fxy(z,y) = Pxy((—00,z],(~00,y]) = P(X < z,Y <y)

» Clearly, if X and Y are independent, then we have Fxy (z,y) = Fx(x)Fy(y). In fact, this
condition is necessary and sufficient for independence. It essentially comes from the fact
that any Borel set is measurable if and only if any set of form (—o0, a] is measurable.

» If we have an infinite sequence of random variables Xy, X5, ... defined on the same prob-
ability space, then we say they are independent if any finite collection of them are in-
dependent. Furthermore, if Py, = Px;,Vi,j, then we say X, Xs,... are Independent
Identically Distributed (i.i.d.).

» Think: what if X; : Q7 — R and X, : 25 — R are defined for different sample space?
Well, we can just extend the sample space to 1 x Qs by P(A x B) = P;(A)Py(B) and
the random variables are modified to X;(w;, —) = Xj(wq), where “—” can be anything in
. Clearly, X; and X, are independent if Q; N Qy = 0.
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Discrete Case: Joint Probability Mass Function

> If X : (Q,F,P) = {Dx,2P%,Px} and Y : (Q,F,P) — {Dy,2PY Py} are discrete
random variables, then we can talk about the joint PMF by, for any x € Dyx,y € Dy,
we have

pxy(z,y) = P(X =z,Y =y)

» For any two sets A € 2Px, B € 2PY | we have

Pxy(A,B) =P({w: X(w) € A,Y(w) € B}) = U U {w: X(w) =z;,Y(w) = y;})
= Z Z pxy (i, y;)

» For any value x; € Dx, we have

px(z;) =P{{w: X(w) =2;}) = P{w : X(w) = z;, Y (w) € Dy})
—P( | {w: X() = 2, Y(@) = ;})

y; €Dy

= Z pxy (i, ;)

y;€Dy
» The PMF for new random variable (if it is) Z = ¢g(X,Y’) can be computed by
pz(2) = P(Z=2)=P({w: Z(w) = g(X(w),YWw) =2})= >  pxv(z,y)
(zy)eg—({z})
The expectation of Z = g(X,Y’) can be computed as
E(Z)= ) zpz(z) =) Z pxv(@y) = Y, 9@ ypxy(z,y)

z€Dyz 2€Dz (Jj y)Eg {Z}) (:c,y)EDX X Dy

J

Continuous Case: Joint Probability Density Function

» If X : (Q,F,P) - (R,B(R),Px) and Y : (2, F,P) — (R,B(R), Py) are continuous
random variables, then we can talk about the joint PDF, which is the function fxy :
R x R — [0, 1] such that

VB e B(R?) : P((X,Y) € B) = //B fxy (z,y)dzdy

» Similar to the discrete case, we also have

— fx(= fR fxv(z,y)dy and fy(y fR fxv(z,y)dx
- E(g (X,Y = [/ 9 x,y)fxy(%y)dxdy
— If X and Y are independent, then fxy(z,y) = fx(z)fy(y)
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Computation of Functions

» Question:
Given random variable X : (Q, F, P) — (R, B(R), Px) with PDF fx and CDF Fx, and
function g : R — R s.t. Y = ¢g(X) is a random variable. What are fy and Fy for Y7

» Solution:
Fy(y) = P(9(X) <y) = P(¢9(X) € (—o0,y]) = P(X € g™ '(—00,y]) = / ' }f(:v)dfv

» Example:
Let X ~ N(0,1), ie., fx(z) = ~e7 and let Y = g(X) = X% Then

2

P(Y <y) = P(X* <y) = P(~V5 < X < VJ) = 2(,/7) — ®(~5) = 2B(v5) — 1
Then differentiate to obtain

d P
fr(y) = 2d—y‘1)(\/§) = ﬁ‘b (VY) = T

Transformation of Random Vectors

> Let X = (X, Xo,...,X,)T be a random vector, where X; : (Q, F, P) — (R, B(R), Px,).
It can also be treated as a single random variable X : (Q, F, P) — (R", B(R"), Px).

» Let us consider a transformation g : R® — R”. This gives us a new random vector
Y =¢g(X), where Y1 = g1( X1, Xo, ..., X)), oo o, Yo = gn (X0, Xo, .., X)),

» Suppose that the joint PDF fx is given. How to determine the joint PDF fy of Y7

» Here we assume that the transformation is invertible, i.e., g~! exists, and ¢! is continuous
and has continuous derivatives. Then the solution is as follows.

Consider any C' € B(R"). Then
P(Y € C)=P({w:g(X(w)) € C}) = P(9(X) € C) = P(X € B),
where B = {z € R": g(x) € C'}. Since g~ exists, we assume X = h(Y). Then

PYe(C)=P(X € B) /fX dx—/fX ))|det(J(h(y)))|dy

where J(h(y)) is the Jacobian matirx

oh(y) om(y) .. . ()
ayl 3?42 6 Yn hl
Ohaly) Ohaly) . Ohaly) hy
0 o] Oyn

I = | | b=
Ohn(y) Ohn(y) . Oha(y) h,
Oy1 0y2 Oyn

Since the above is true for any C' € B(R"), we conclude that

fy(y) = fx(h(y))det(J(h(y)))

S
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Independent v.s. Uncorrelated

» In some problems, we are interested in whether or not random variables X and Y have
some linear relation. For this requirement, we can use the covariance of X and Y:

cov(X,Y) = E(X — E(X))(Y — E(Y))) = E(XY) — E(X)E(Y)
» The correlation of X and Y is defined as
<E(X - E(X))) (E(Y - E(Y))) B COU(X Y)
var(X) var(Y) Vovar(X)var(Y)
We say X and Y are uncorrelated if p(X,Y) = 0, i.e., cov(X,Y) = 0.

Properties of Expectations

» |E(aX +bY)=aE(X)+bE(Y)|
Proof: Ounly consider the discrete case. Let A, = {X =z} and B, ={Y =y}. Then

p(X,Y) = E

() = EQ (az+by)la,ng,) = ¥ (ax+by)P(A;NBy) = Y azP(A;NB,)+Y byP(A;NBy)
T,y T,y z,y T,y

However, we have

Y P(A,NBy) = P(A:N(UyB,)) = P(A,NQ) = P(A,;) and » P(A, N B,) = P(B,)

Therefore, we have

= ZamZP(AxﬂBy)—l—Z byZP(AxﬁBy) = aZxP +beP X)+bE(Y)

» If X and Y are independent, then | E(g(X)h(Y)) = E(g(X))E(h(Y)) |
Proof: Still for the discrete case.

= 9(@)h(y) P(A:NBy) Zg (A2)P(By)=2_ g(x)P(A:) Y h(y)P(By)

Yy

» (1) var(aX) = a*var(X);
(2) If X and Y are uncorrelated, the var(X +Y) = var(X) 4+ var(Y).

» The above shows that independent implies uncorrelated. However, the converse is not
necessarily true because uncorrelated just means that X and Y do not have [inear
relation. For example, consider X and Y with the following joint PMF

Pxy(1,1) = Pxy(1,—1) = 0.25 and Pxy(—1,0) =0.5

— X and Y are uncorrelated: cov(X,Y) = E(XY)—-E(X)E(Y)=0
— X and Y are dependent, however: P(X =1,V =1)=1#P(X =1)P(Y =1) =

ot



