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\textbf{A B S T R A C T}

In this paper, we study the verification and enforcement problems of strong infinite-step opacity and k-step opacity for partially observed discrete-event systems modeled by finite state automata. Strong infinite-step opacity is a property such that the visit of a secret state cannot be inferred by an intruder at any instance along the entire observation trajectory, while strong k-step opacity is a property such that the visit of a secret state cannot be inferred within k steps after the visit. We propose two information structures called an \(\infty\)-step recognizer and a k-step recognizer to verify these two properties. The complexities of our algorithms to verify strong infinite- and k-step opacity are \(O(2^{2\cdot|X|} \cdot |E_0|)\) and \(O(2^{k \cdot (|X|} \cdot |E_0|)\), respectively, which are lower than that of existing methods in the literature (\(|X|\) and \(|E_0|\) are the numbers of states and observable events in a plant, respectively). We also derive an upper bound for the value of \(k\) in strong k-step opacity, and propose an effective algorithm to determine the maximal value of \(k\) for a given plant. Finally, we note that enforcement of strong infinite- and k-step opacity can be transformed into a language specification enforcement problem and hence be solved using supervisory control.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Opacity (Lafortune, Lin, & Hadjicostis, 2018) is a property that characterizes the situation whether some key information of a system can be inferred by an external intruder or not. In the last decades, abundant results have been done on the issue of opacity in discrete event dynamic models. In automata models, various notions of opacity have been proposed and analyzed, including current state opacity, initial-state opacity (Saboori & Hadjicostis, 2008), language-based opacity (Lin, 2011), infinite-step opacity and k-step opacity (Falcone & Marchand, 2015; Saboori & Hadjicostis, 2011, 2012). These works are later extended to coordinated architectures (Wu & Lafortune, 2013) and modular systems (Tong & Lan, 2019). Opacity problems are also studied in the framework of Petri nets (Bryans, Koutny, Mazaré, & Ryan, 2008) by checking language containment/equivalence. Recently, the work in Tong, Li, Seatzu, and Giua (2017) studies the verification of current-state and the initial-state opacity using basis reachability graphs (Ma, Tong, Li, & Giua, 2017) that improve the computational efficiency. Moreover, for a non-opaque plant, additional measures must be made to guarantee that the secret is not leaked, which is called opacity enforcement. These methods include supervisory control (Lan, Tong, & Seatzu, 2020; Tong, Li, Seatzu, & Giua, 2018) and event edition (Barcelos & Basilio, 2018; Behinaein, Lin, & Rudie, 2019; Ji, Wu, & Lafortune, 2018; Ji, Yin, & Lafortune, 2019; Ji, Yin, & Lafortune, 2019; Mohajerani, Ji, & Lafortune, 2019; Wu & Lafortune, 2014; Yin & Li, 2020)

Among various notions of opacity, infinite-step opacity and k-step opacity have drawn much attention in recent years. Infinite-step opacity is a property such that the visit of a secret state cannot be inferred by an intruder at any instance along the entire observation trajectory. Similarly, k-step opacity is a property such that the visit of a secret state cannot be inferred within k steps after leaving the secret state. In Saboori and Hadjicostis (2011, 2012), the notions of weak infinite- and k-step opacity are first proposed, and two algorithms based on k-delay state estimators are developed to verify them. The complexity of verifying weak infinite- and k-step opacity using delay state estimators is \(O(2^{k \cdot (|X|} \cdot |E_0|)\), where \(|X|\) and \(|E_0|\) are the numbers of states and observable events in a plant, respectively. In Yin and Lafortune (2017), a more efficient method to verify weak infinite- and k-step opacity using a two-way observer is developed
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whose structural complexity is $O(2^{2|X|} \cdot |E_o|)$. Since the weak version of opacity has some limitations in practice, in Falcone and Marchand (2015) a new notion of opacity called strong k-step opacity is introduced. An algorithm is also proposed to verify strong k-step opacity in Falcone and Marchand (2015) using k-delay trajectory estimators and R-verifies whose complexity is $O(2^{2|X|} \cdot 2^{|X|^2} \cdot |E_o|)$.

In this paper, we are interested in the verification problem for strong infinite-step opacity ($\approx$-SSO) and strong k-step opacity ($k$-SSO) in partially observable finite state automata. These two notions of opacity are first proposed in Falcone and Marchand (2015) and Saboori and Hadjiucostis (2011). However, in the literature there is no method to verify $\approx$-SSO as far as we know. On the other hand, for $k$-SSO, the work in Falcone and Marchand (2015) proposes a method to determine $k$-SSO of a plant for a given value of $k$. However, such a method cannot determine the maximal value of $k$ for a given plant. Besides, other contributions of this paper are summarized as follows.

- For $\approx$-SSO, we propose a novel information structure called an $\approx$-Step Recognizer in which the information of passing the secret states is encoded. This approach results in a new algorithm that has complexity of $O(2^{2|X|} \cdot |E_o|)$.

- We show that the $\approx$-step recognizer is not suitable for the verification of $k$-SSO. Hence, we propose another information structure called a $k$-Step Recognizer and develop an algorithm to verify $k$-SSO of a plant for a certain value of $k$. This algorithm has complexity of $O(2^{2|X|} \cdot 2^{|X|^2} \cdot |E_o|)$. The previous algorithm reported in Falcone and Marchand (2015) for verifying $k$-SSO has complexity of $O(2^{2|X|} \cdot |E_o|)$. Therefore, our new algorithm leads to considerable improvements in verification complexity when the size of a plant is relatively large.

- We propose an upper bound for the value of $k$ in $k$-SSO. Precisely speaking, we prove that a system is $\approx$-SSO if and only if it is $(2^{2|X|})$-SSO. Then we propose an iterative algorithm to determine the maximal value of $k$ for a given plant, whose complexity is $O(2^{2|X|} \cdot 2^{|X|^2} \cdot |E_o|)$.

- Finally, we develop an algorithm that enforces strong infinite- and k-step opacity by supervisor control.

This paper is organized in seven sections. Basic notions of automata, partial observation, and notions of opacity are recalled in Sections 2 and 3. In Section 4, the notion of $\approx$-step recognizer is proposed, based on which a new approach for the verification of $\approx$-SSO is developed. In Section 5, the notion of $k$-step recognizer is proposed, as well as an iterative algorithm to determine the maximal value of $k$ for a given plant. In Section 6, the enforcement of $\approx$-SSO and $k$-SSO are studied. Section 7 draws the conclusion.

2. Preliminaries

We consider infinite-step and k-step opacity problems in a deterministic finite state automaton (automaton for short) $G = (X, E, \delta, x_0)$, where $X$ is a set of states; $E$ is a set of events; $\delta : X \times E \rightarrow X$ is the partial transition function; and $x_0 \in X$ is the initial state. We use $E^+$ to denote the Kleene closure of $E$, consisting of all finite sequences composed of the events in $E$ and the empty sequence $\varepsilon$. The language of $G$, denoted by $L(G)$, is defined as $L(G) = \{ s \in E^+ \mid \delta(x_0, s) \in X \}$. Given a sequence $s \in E^+$, $|s|$ denotes the length of $s$.

A sequence $s \in E^+$ is a prefix of a sequence $s \in E^+$ if $s = s\varepsilon$ where $s' \in E^+$, which is denoted by $s \preceq s$. The prefix closure of $s \in E^+$ is defined as $Pr(s) = \{ s \in E^+ \mid s \preceq s \}$. A plant $G$ is partially observable in general. Hence, the event set $E$ is partitioned into the set of observable events $E_o$ and the set of unobservable events $E_u$. Given a sequence $s \in E^+$, its observable projection $\sigma = Pr(s)$ is the output of the natural projection $P : E^+ \rightarrow E_o$ recursively defined as $P(\varepsilon) = s$, $P(s) = e$ if $e \in E_o$ and $P(e) = e$ if $e \in E_u$. (3) $P(se) = P(s)P(e)$, where $s \in E^+$ and $e \in E$. The inverse projection $P^{-1} : E_o \rightarrow E^+$ is defined as $P^{-1}(\sigma) = \{ s \in L(G) \mid \sigma = Pr(s) \}$, i.e., $P^{-1}(\sigma)$ consists of all sequences $s$ in $L(G)$ whose observations are $\sigma$. The observed language of $G$, denoted by $P(L(G))$, is defined as $P(L(G)) = \{ \sigma \in E_o^* \mid |s| \in L(G) \} \sigma = Pr(s)$. (1)

The physical interpretation of $k$-SSO is that for any string that leads to a secret state, an intruder cannot necessarily determine that the system is/was in a secret state at that point using up to $k$ observations thereafter. According to its definition, $k$-SSO reduces to the current-state opacity (Saboori & Hadjiucostis, 2008) when $k = 0$. On the other hand, by letting $k \rightarrow \infty$ such that conditions “$|P(t)| \leq k'$” and “$|P(w) - P(\varepsilon)| \leq k'$” in Eq. (1) are trivially satisfied, the notion of $k$-SSO is extended to strong infinite-step opacity ($\approx$-SSO) below. Such a notion of opacity is first proposed in this work.

Definition 3.1 (Strong k-Step Opacity (Falcone & Marchand, 2015)). Given a plant $G = (X, E, \delta, x_0)$, a set of observable events $E_o$, and a set of secret states $X_s$, $G$ is strongly k-step opaque ($k$-SSO) with respect to $X_s$ (where $k \in \mathbb{N}$) if for all sequences $s \in L(G)$ such that $\delta(x_0, s) \in X_s$ and $|P(s)| \leq k$, there exists a sequence $w \in L(G)$ such that:

$$\exists w \leq w, |P(w)| - |P(\varepsilon)| \leq k \delta(x_0, w) \neq X_s \wedge P(w) = P(st).$$

In plain words, $\approx$-SSO requires that for any secret sequence that passes a secret state, there should exist another sequence that looks like the former and does not pass any secret state, which implies that an intruder can never determine that the system is/was in a secret state using further observations.

Proposition 3.1. The following statements are true:

1. the fact that $G$ is $k$-SSO with respect to $X_s$ implies that $G$ is $k'$-SSO with respect to $X_s$ for any $0 \leq k' < k$;
2. the fact that $G$ is $\approx$-SSO with respect to $X_s$ implies that $G$ is $k$-SSO with respect to $X_s$ for any $k \in \mathbb{N}$.

Proof. By Eq. (1), if $G$ is not $k'$-SSO, then for any $k > k'$, $G$ is not $\approx$-SSO. By contrapositive, statement 1 is true. Since $\approx$-SSO is $k$-SSO for $k \rightarrow \infty$, statement 2 is also true. \qed

1 To simplify the presentation, the term “$\approx$-SSO” (resp. $k$-SSO) is used as the abbreviation of both “strong infinite-step opacity” (resp. “strong k-step opacity”) and “strongly infinite-step opaque” (resp. “strongly k-step opaque”), which depends on the context.
It is worth noting that strong opacity (Definitions 3.1 and 3.2) and weak opacity (see Saboori & Hadjicostis, 2011, 2012; Yin & Lafortune, 2017) are incomparable, i.e., ∞- or k-step strong opacity does not imply ∞- or k-step weak opacity, and vice versa. Hence, the approaches for the verification of one type of opacity verification cannot be applied to the verification of the other.

4. Verification of strong infinite-step opacity using infinite-step recognizers

In this section we focus on the verification problem of ∞-SSO in Definition 3.1. We first define an Xₐ-secret language and then define an (Xₐ, ∞)-estimation that characterizes the knowledge of the intruder.

Definition 4.1. Given a plant G = (X, E, δ, x₀) and a set of secret states Xₛ, we define the Xₐ-secret language of state x as:

\[ Lₐ(G, x) = \{ s ∈ E⁺ | δ(x, s) ∈ Xₐ \} \]

(3)

The ∞-step test function \( Sₐ(x, s) : X × E⁺ \to \{0, ∞\} \) is defined as:

\[ Sₐ(x, s) = \begin{cases} 0, & \text{if } s ∉ Lₐ(G, x) \\ ∞, & \text{if } s ∈ Lₐ(G, x) \end{cases} \]

Remark 1. We denote the codomain of function \( Sₐ \) as \( [0, ∞) \) (instead of \( [0, 1] \)) to avoid possible confusions for later developments. In Section 5, the flag set in k-SSO is denoted as \( \{0, 1, \ldots, k + 1\} \). The interpretation of the “∞” flag in an ∞-SR is completely different with that of the “1” flag in a k-SR.

Definition 4.2. Given a plant G = (X, E, δ, x₀), a set of observable events \( E₀ \), and a set of secret states \( Xₛ \), for an observation σ ∈ \( P[L(G)] \), the \( (Xₛ, ∞) \)-estimation of σ is defined as:

\[ ε(σ, Xₛ, ∞) = \{(x, γ) \mid (x, γ, σ, ∞) \text{ is a compact representation that characterizes the knowledge of an intruder who observes } σ \}. \]

(4)

Given an observation σ ∈ \( P[L(G)] \), the \( (Xₛ, ∞) \)-estimation of σ (i.e., \( ε(σ, Xₛ, ∞) \)) is a compact representation that characterizes the knowledge of an intruder who observes σ. Precisely speaking, each pair \((x, γ)\) in \( ε(σ, Xₛ, ∞) \) represents a trajectory from initial state \( x₀ \) such that (i) the plant is currently at state \( x \) by executing a sequence \( s ∈ E⁺ \) that looks like σ, and (ii) during the execution of \( s \) from \( x₀ \) to \( x \), some secret state has been reached/passed (if \( γ = ∞ \)) or no secret state has been reached/passed (if \( γ = 0 \)). In other words, the second component \( γ \) in \( (x, γ) \) is a flag that denotes if a secret has passed \((γ = ∞)\) or not \((γ = 0)\).

The \( (Xₛ, ∞) \)-estimation of observable σ, i.e., \( ε(σ, Xₛ, ∞) \), can be computed according to Definition 4.2. On the other hand, if \( ε(σ, Xₛ, ∞) \) is known for some σ ∈ \( P[L(G)] \), then for any event e such that σe ∈ \( P[L(G)] \), a set \( ε(σe, Xₛ, ∞) \) can be computed from \( σ \) \( ε(σ, Xₛ, ∞) \) using some useful notations before showing how it can be done. The unobservable reach of a pair \((x, γ)\), where \( x ∈ X \) and \( γ ∈ \{0, 1\} \), is defined as:

\[ Uₐ(x, γ) = \{(x', γ') \mid (3s ∈ E⁺ₐ) \] \[ δ(x, s) = x', \gamma' = \max(γ, Sₐ(x, s)). \]

We also denote by Next\((x, γ, e)\) the set of pairs that can be reached immediately upon the occurrence of observable event \( e \in E₀ \), i.e.,

\[ \text{Next}(x, γ, e) = \{(x', γ') \mid \delta(x, e) = x', \gamma' = \max(γ, Sₐ(x, e)) \}. \]

Proposition 4.1. Given a plant G = (X, E, δ, x₀), a set of observable events \( E₀ \), and a set of secret states \( Xₛ \), for an observation σ ∈ \( P[L(G)] \) and event e ∈ \( E₀ \), such that σ, σe ∈ \( P[L(G)] \), it holds:

\[ ε(σeXₛ, ∞) = \bigcup_{(x, γ) ∈ Next((x, γ, e))} Uₐ(Next((x, γ, e))) \]

Proof. This result is directly from the definition of functions Next and Uₐ.

By the definition of \( ε(σ, Xₛ, ∞) \), it is not difficult to understand that an intruder can infer that a plant necessarily has reached/passed some secret state by observing σ ∈ \( P[L(G)] \) if and only if the flags of all pairs \((x, γ)\) in his/her estimation ε(σ, Xₛ, ∞) are ∞. Now we are ready to introduce an information structure called an ∞-step recognizer (∞-SR) in which all ε(σ, Xₛ, ∞) \( σ ∈ P[L(G)] \) are encoded. In plain words, each state of an ∞-SR is a macro-state d that consists of one or more pairs:

\[ d = \{(x₁, γ₁), (x₂, γ₂), \ldots, (xₙ, γₙ)\} \]

where each \( xᵢ \) is a plant state and \( γᵢ \in [0, ∞) \) is a flag that records if a secret state has been reached (\( γ = ∞ \)) or not (\( γ = 0 \)). The formal definition of the ∞-SR is the following.

Definition 4.3. Given a plant G = (X, E, δ, x₀), a set of observable events \( E₀ \), and a set of secret states \( Xₛ \), the ∞-step recognizer (∞-SR) of G is a deterministic automaton \( G₀ = (D, E₀, δ₀, d₀) \) such that: (i) the state set is \( D = 2^{X × [0, ∞]} \); (ii) the event set is \( E₀ \); (iii) the transition function \( δ₀ \): \( D × E₀ \to D \) is recursively defined as:

\[ δ₀(d, e) = \bigcup_{(x, γ) ∈ d} Uₐ(Next((x, γ, e))) \]

(iv) the initial state is \( d₀ = Uₐ(x₀, 0) \).

Proposition 4.2. Given a plant G = (X, E, δ, x₀), a set of observable events \( E₀ \), and a set of secret states \( Xₛ \), let \( G₀ = (D, E₀, δ₀, d₀) \) be the ∞-SR of G. It holds:

\[ σ ∈ P[L(G)] ⟹ ε(σ, Xₛ, ∞) = δ₀(d₀, σ). \]

Proof. Directly from the definition of ∞-SR and Proposition 4.1.

Given a plant G and its ∞-SR \( G₀ \), we classify the states in \( G₀ \) into two types: (i) leaking states: for all \( (xᵢ, γᵢ) \in d₁ \), γᵢ = ∞ holds; (ii) non-leaking states: there exists at least one \( (xᵢ, γᵢ) \in d₁ \) with γᵢ = 0. Now we are ready to introduce the first main result of this work that is: a plant is ∞-SSO if and only if its corresponding ∞-SR does not contain any leaking state.

Theorem 4.1. Given a plant G = (X, E, δ, x₀), a set of observable events \( E₀ \), and a set of secret states \( Xₛ \), let \( G₀ = (D, E₀, δ₀, d₀) \) be the corresponding ∞-SR. Plant G is ∞-SSO with respect to Xₛ if and only if there is no leaking state in its ∞-SR.

Proof. (⇒) By contrapositive, suppose that there exists a leaking state d in \( G₀ \). Thus, there exists an observation σ ∈ \( P[L(G)] \) such that \( δ₀(d₀, σ) = d \). By Proposition 4.2, \( ε(σ, Xₛ, ∞) = d \) holds. Since all pairs \((xᵢ, γᵢ) ∈ ε(σ, Xₛ, ∞) \) satisfy γᵢ = ∞, the execution of any sequence \( s ∈ P⁻¹(σ) \) from \( x₀ \) necessarily passes some secret state in \( Xₛ \). Let \( s₀ \) be an arbitrary sequence in \( P⁻¹(σ) \) that passes \( Xₛ \). Sequence \( s₀ \) can be written as \( s₀ = st \) such that \( δ₀(x₀, s₀) = Xₛ \). Then, since all sequences in \( P⁻¹(σ) \) necessarily pass a secret states, we can conclude that for all sequences \( w ∈ L(G) \) such that \( P(w) = P(st) \), none of them satisfies \( δ₀(xᵢ, w) ∈ Xₛ \) for all \( w, xᵢ \in w \). Hence, by Definition 3.1, G is not ∞-SSO with respect to \( Xₛ \).
Definition 5.1. Given a plant $G = (X, E, \delta, x_0)$, a set of observable events $E_s$, and a set of secret states $X_s$, for a sequence $s \in L_\infty(G, x)$, the maximal non-secret suffix index of $s$ is defined as:
\[
N(s, x) = |P(s)| - \max \{i \mid |\delta(i)| \leq |P(i)| = i \}
\]
\[
\delta(s, x) = \max \{k - N(s, x) + 1, 0\}.
\]

In particular, we define $N(s, x) = +\infty$ for $s \in L(G, x) \setminus L_\infty(G, x)$. The $k$-step test function $S_k : \mathbb{X} \times E^* \rightarrow \{0, 1, \ldots, k\}$ is defined as:
\[
S_k(s, x) = \max\{k - N(s, x) + 1, 0\}.
\]

Definition 5.2. Given a plant $G = (X, E, \delta, x_0)$, a set of observable events $E_s$, a set of secret states $X_s$, and an integer $k \in \mathbb{N}$, for an observation $\sigma \in P[I(G)]$, the $(X_s, k)$-estimation of $\sigma$ is defined as:
\[
\varepsilon(\sigma, X_s, k) = \{(x, y) \mid \exists s \in P^{-1}(\sigma)\}
\]
\[
\delta(s, x) = \max \{y, S_k(s, x)\}.
\]

An $(X_s, k)$-estimation is a compact representation that characterizes the knowledge of an intruder who memorizes the visit of secret states for at most $k$ steps afterwards. In a pair $(x, \gamma) \in \varepsilon(\sigma, X_s, k)$, if state $x$ is a secret state, the value of flag $\gamma$ is set to $k + 1$. Moreover, such a flag has a lifespan $k + 1$: for each observed event thereafter, the value of $\gamma$ is decreased by 1 until it reaches zero. Hence, after observing $k + 1$ events thereafter, if during this period the trajectory does not pass another secret state, $\gamma$ is reduced to zero, i.e., the intruder “forgets” that the plant has visited secret state $x$.

Similar to the result in Section 3, for an observation $\sigma \in P[I(G)]$, let $\varepsilon(\sigma, X_s, k)$ can be obtained by iteratively computing the prefix of $\sigma$, starting from $\varepsilon(\sigma, X_s, k)$ (which can be computed according to its definition). We define the $k$-unobservable reach of a pair $(x, \gamma)$, where $x \in X$ and $\gamma \in \{0, 1, \ldots, k\}$, as:
\[
UR_k(x, \gamma) = \{(x', \gamma') \mid \exists s \in E_s^k\}
\]
\[
\delta(s, x) = \max \{\gamma, S_k(s, x)\}.
\]

We denote by $\text{Next}_k((x, \gamma, e))$ the set of states that can be reached immediately upon the occurrence of observable event $e \in E_a$, i.e.,
\[
\text{Next}_k((x, \gamma, e)) = \{(x', \gamma') \mid \delta(x, e) = x',
\gamma' = \max\{\gamma, S_k(x, e)\}\}.
\]

Proposition 5.1. Given a plant $G = (X, E, \delta, x_0)$, a set of observable events $E_s$, a set of secret states $X_s$, and an integer $k \in \mathbb{N}$, for an observation $\sigma \in P[I(G)]$ and event $e \in E_a$ such that $\sigma, e \in P[I(G)]$, it holds:
\[
\varepsilon(\sigma, X_s, k) \cup \bigcup_{(x, \gamma, e) \in \text{Next}_k((x, \gamma, e))} UR_k((x, \gamma, e))
\]

Proof. This result directly follows from the definition of $\text{Next}_k$ and $UR_k$ functions. □

By the definition of $(X_s, \infty)$-estimation, it is not difficult to understand that an intruder can infer that the plant necessarily has reached/passed some secret state in the last $k$ steps by observing $\sigma \in P[I(G)]$ if and only if the flags of all pairs $(x, \gamma)$ in his/her estimation $\varepsilon(\sigma, X_s, k)$ are nonzero. Now we introduce an information structure called a k-step Recognizer (k-SR) in which all $\varepsilon(u, x_s, k)$ of all $e \in P[I(G)]$ are encoded.

Definition 5.3. Given a plant $G = (X, E, \delta, x_0)$, a set of observable events $E_s$, and a set of secret states $X_s$, the $k$-step recognizer (k-SR) of $G$ is a deterministic automaton $G_{SR} = (D_k, E_s, \delta_k, d_0)$ such that: (i) the state set is $D_k \subseteq 2^{X \times \{0, 1, \ldots, k\}}$; (ii) the event set is $E_a$.
(iii) the transition function $\delta_k : D_k \times E_0 \rightarrow D_k$ is recursively defined as:

$$\delta_k(d, e) = \bigcup_{(x,y) \in d} \text{UR}_k(\text{Next}_k((x, y), e));$$

(iv) the initial state is $d_0 = \text{UR}_k(x_0, 0)$.

**Proposition 5.2.** Given a plant $G = (X, E, \delta, x_0)$, a set of observable events $E_o$, and a set of secret states $X_s$, let $G_{0,k} = (D, E_o, \delta_k, d_0)$ be the $k$-SR of $G$. For any sequence $\sigma \in P[L(G)]$, it holds:

$$\varepsilon(\sigma, X_s, k) = \delta_k(d_0, \sigma).$$

**Proof.** Directly from the definition of $k$-SR and Proposition 4.1.

Given a plant $G$ and its $k$-SR $G_{0,k}$, we classify the states in $G_{0,k}$ into two types: (i) **leaking states**: for all $(x_i, y_i) \in d$, $\gamma_i > 0$ holds; (ii) **non-leaking states**: there exists at least one $(x_i, y_i) \in d$ with $\gamma_i = 0$. Similar to the result in Section 4, the following theorem indicates that a plant is k-SSO if and only if its corresponding k-SR does not contain any leaking state.

**Theorem 5.1.** Given a plant $G = (X, E, \delta, x_0)$, a set of observable events $E_o$, and a set of secret states $X_s$, let $G_{0,k} = (D, E_o, \delta_k, d_0)$ be the corresponding $k$-SR. Plant $G$ is $k$-SSO with respect to $X_s$ if and only if there is no leaking state in $G_{0,k}$.

**Proof.** $(\Rightarrow)$ By contrapositive, suppose that there exists a leaking secret state $d_i$ in $G_{0,k}$ i.e., there exists an observation $\sigma \in P[L(G)]$ such that $\delta_k(d_i, \sigma, \sigma) = d_i$. By Proposition 5.1, $\varepsilon(\sigma, X_s, k) = d_i$ holds. Since all pairs $(x, y) \in \varepsilon(\sigma, X_s, k)$ satisfy $\gamma \geq 1$, the execution of any sequence $s \in P^{-1}(\sigma)$ from $x_0$ necessarily passes some secret state in $X_s$ in the last observed events. Let $s_0$ be an arbitrary sequence in $P^{-1}(\sigma)$. Sequence $s_0$ can be written as $s_0 = s_t$ such that $\delta(s_0, s_t) \in X_s$ and $|t| \leq k$. Then we can conclude that for all sequences $s' \in L(G)$ such that $P(s') = P(s_t)$, none of them satisfies $\delta(s_0, s') \notin X_s$ for all $s' \leq s'$, $|P(s')| - |P(s)| \leq k$. Hence, $G$ is not $k$-SSO with respect to $X_s$.

$(\Leftarrow)$ By contrapositive, suppose that $G$ is not $k$-SSO. By Definition 3.2, there necessarily exists a sequence $s_t$ such that (1) $\delta(s_0, s_t) \notin X_s$, and (2) there does not exist a sequence $w \in L(G)$ such that $P(w) = P(s_t)$ and $\delta(s_0, w) \notin X_s$ for all $w \leq w$, $|P(w) - |P(w)| \leq k$. The second condition implies that all sequences $w$ that look like $s_t$ must have passed $X_s$ during the last $k$ observed events in $w$. By the construction of $G_{0,k}$ and Proposition 5.1, all pairs $(x, y)$ in state $d = \delta(d_0, P(s))$ have $\gamma \geq 1$. Hence, $d$ is a leaking state in $G_{0,k}$.

**Example 5.1.** Consider the automaton $G$ in Fig. 2 in which $E_0 = \{a, b, c\}$ and $E_{0,0} = \{u\}$. Suppose that we want to verify if $G$ is $1$-SSO with respect to $X = \{x_0, x_1\}$. The corresponding $1$-SR $G_{0,1}$ is depicted in the same figure. Since in $G_{0,1}$ there is no leaking state, by Theorem 5.1, $G$ is $1$-SSO with respect to $X_s$, i.e., an intruder can never infer that $G$ was at a secret state one step before.

By the state set $D_k \subseteq 2^{X \times \{0,1,\ldots,k+1\}}$, for a given $k \in \mathbb{N}$, the structural complexity of $G_{0,k}$ is $O(2^{|X|} \cdot 2^{k+2} \cdot |E_o|)$. In comparison, the existing algorithm proposed in Falcone and Marchand (2015) to verify $k$-SSO has complexity $O(2^{|X|} \cdot 2^{|X|^2} \cdot |E_o|)$. Hence, the complexity of our $k$-SR-based verification algorithm is smaller than that in Falcone and Marchand (2015) when the size of the plant is large (i.e., $|X|^2 \gg k+2$).

### 5.2. Determining the maximal $k$ for $k$-SSO

In this subsection, we propose an iterative algorithm to determine the maximal value of $k$ such that $G$ is $k$-SSO. The integrated algorithm is sketched in Algorithm 1. First, we check if $G$ is $\infty$-SSO using $\infty$-SR. If $G$ is $\infty$-SSO then it is $k$-SSO for all $k \in \mathbb{N}$, and hence Algorithm 1 outputs “$\infty$”. Otherwise, we sequentially verify $0$-SSO, $1$-SSO, . . . until encounter a $k$ such that the plant $G$ is not $k$-SSO. If $k \geq 1$, Algorithm 1 outputs “$k−1$”, which means that the maximal value of $k$ such that $G$ is $k$-SSO with respect to $X_s$ is $k = k − 1$. On the other hand, if $k = 0$, then Algorithm 1 outputs “NA”, which means that $k$ does not exist.

**Algorithm 1** Determining maximal $k$ for $k$-SSO

**Input:** A plant $G = (X, E, \delta, x_0)$, a set of observable events $E_o$, and a set of secret states $X_s$

1: compute $\infty$-SR $G_{0}$;  
2: if in $G_{0}$ there does not exist any leaking state, then  
3: output “$\infty$” and exit;  
4: end if
5: let $i = 0$;  
6: while true, do  
7: compute $i$-SR $G_{0,i}$;  
8: if in $G_{0,i}$ there exists any leaking state, then  
9: if $k \neq 0$, then  
10: output “$i − 1$” and exit;  
11: else  
12: output “NA” and exit;  
13: end if  
14: end if
15: let $i = i + 1$;  
16: end while

**Proposition 5.3.** Algorithm 1 is correct, i.e., it outputs the maximal value of $k$ such that $G$ is $k$-SSO with respect to $X_s$.

**Proof.** First, if $G$ is $\infty$-SSO, by Proposition 3.1, $G$ is $k$-SSO for all $k \in \mathbb{N}$, i.e., the maximal value of $k$ is $\infty$. Otherwise, there necessarily exists an integer $k$ such that $G$ is $k$-SSO for all $k < k$ and not $k$-SSO for all $k \geq k$. Then by testing the existence of leaking states in each $G_{0,i}$, with $i = 0, 1, \ldots$, sequentially we will eventually reach the condition $i = k$. If $k \geq 1$, $G$ is $(k − 1)$-SSO with $X_s$ and is not $k$-SSO for any $k > k$. On the other hand, $k = 0$ indicates that $G$ is not $k$-SSO for any $k \in \mathbb{N}$. □

Although Algorithm 1 seems enumerating all $k$’s starting from $k = 0$ in a brute-force way, we point out that the gross computational load of Algorithm 1 falls into the same class of that of $k$-SR. In fact:

- if $G$ is $\infty$-SSO (and hence is $k$-SSO for any $k > 0$), Algorithm 1 is of complexity $O(2^{|X|^2} \cdot |E_o|)$ (since only $\infty$-SR is constructed);
- if $G$ is not $0$-SSO (and hence is not $k$-SSO for any $k > 0$), Algorithm 1 is of complexity $O((2^{|X|^2} + 2^{|X|^2}) \cdot |E_o|)$ (since only $\infty$-SR and $0$-SR are constructed);
- if $G$ is $k$-SSO for some maximal $k > 0$, the complexity of Algorithm 1 is:

$$O(\text{Algorithm 1}) = O(2^{|X|^2} + 2^{|X|^2} + \cdots + 2^{(k+2)|X|} \cdot |E_o|)$$

$$= O(|E_o| \cdot \sum_{i=0}^{k} 2^{(k+1)(i+2)})$$

$$= O\left(\frac{2^{2(k+2)|X|} - 2^{|X|}}{2^{|X|} - 1}\right)$$

$$\approx O\left(2^{(k+2)|X|} \cdot |E_o|\right)$$ (assume $2^{|X|} \gg 1$).
In other words, the computation on 0-SR, 1-SR, . . . , (k−1)-SR are negligible comparing with the computation of k-SR.

Example 5.2. Again consider the automaton G in Fig. 2 in which
\[ E_0 = \{a, b, c\}, E_{in} = \{u\}, \] and secret \( X_5 = \{x_5, x_7\}. \) By applying
Algorithm 1, the corresponding \( \infty \)-SR \( G_0 \) is depicted in Fig. 3(a).

Since there exists a leaking state \( d_0 = (\{x_5, \infty\}, \{x_8, \infty\}) \) in \( G_0, \)
by Theorem 4.1, \( G \) is not \( \infty \)-SSO with respect to \( X_5. \)

Since \( G \) is not \( \infty \)-SSO, we construct and examine i-SR for \( i = 0, 1, \ldots \) sequentially. The structure of 0-SR, 1-SR, and 2-SR is shown in Fig. 3(b)–(d). In both 0-SR and 1-SR there is no leaking state, while in 2-SR there is a leaking state \( d_0 = (\{x_5, 3\}, \{x_8, 1\}). \)

Hence, by Theorem 5.1, \( G \) is not 2-SSO with respect to \( X_5. \) In fact, for trajectory
\[ x_0 \rightarrow x_3 \rightarrow x_4 \rightarrow b \rightarrow x_5 \rightarrow x_5, \]
whose observation is \( abc, \) the intruder knows that the plant must have been visited a secret state \( (x_0) \) in this case step before. In other words, the maximal \( k \) that makes \( G \) be k-SSO with respect to \( X_0 \) is \( k = 1. \)

It is worth noting that the “while” loop in Algorithm 1 (Step 6) always terminates in finite iterations, although the complexity of Algorithm 1 has a factor \( k. \) Moreover, in the next subsection, we derive an upper bound for \( k \) by showing that a system is \( \infty \)-SSO if and only if it is \( (|X| \cdot (2^{|X|} - 1))\)-SSO. Hence, the “while” loop in Algorithm 1 will terminate in at most \( |X| \cdot (2^{|X|} - 1) \) iterations.

5.3. An upper bound of \( k \) in k-SSO

In this subsection we show that for any \( k' > k \geq |X| \cdot (2^{|X|} - 1), \)
k-SSO and \( k'-SSO \) are equivalent, which indicates that \( |X| \cdot (2^{|X|} - 1) \) is an upper bound of delay \( k \) for k-SSO.

Theorem 5.2. Given a plant \( G = (X, E, \delta, x_0), \) a set of observable events \( E_{in}, \) and a set of secret states \( X_s, \) for \( k' > k \geq |X| \cdot (2^{|X|} - 1), \)
plant \( G \) is k-SSO if and only if \( G \) is \( k'-SSO. \)

Proof. By Proposition 3.1, \( G \) is k-SSO if \( G \) is \( k'-SSO. \) Hence, we only need to prove that \( G \) is \( k'-SSO \) if \( G \) is k-SSO. Without loss of generality, we assume \( k' = k + 1, \) since the proof can be straightforwardly generalized to \( k' > k + 1. \) In the following, we prove that if \( G \) is not \( n \)-SSO, then \( G \) is not \( (n - 1) \)-SSO by contraposition, where \( n \geq |X| \cdot (2^{|X|} - 1) + 1. \) The roadmap is illustrated in Fig. 4.

Suppose that \( G \) is not \( n \)-SSO. There necessarily exists a sequence \( (x, \gamma, s) \) such that \( P(t) = n, \sigma(x_0, s) \in X_s \) and for all sequences \( w \in L(G) \) that satisfy \( P(w) = P(st), \) there exists \( \tilde{w} \leq |w| \) such that \( \sigma(x_0, \tilde{w}) \in X_s. \) Consider \( G_{d,n} = (D, E, \delta, \delta_{in}, E_{in}, \delta_0, x_0) \) that is the n-SSO of G. Let sequence t be denoted as \( t = e_1 \cdot e_2 \cdot \cdots \cdot e_n \) where \( e_i, \in E \) for \( i = 1, \ldots, n. \) In \( G_{d,n} \) there necessarily exists the following trajectory
\[ d_1 \rightarrow d_2 \rightarrow \cdots \rightarrow d_n \rightarrow d_{n+1} \] where \( d_i = \delta_{in}(d_{i,k}, P(s)) \) and \( d_{n+1} \) is a leaking state, i.e., all pairs \( (x, \gamma) \) in \( d_{n+1} \) are with \( \gamma > 0. \)

From Eq. (6) we can extract a sequence:
\[ x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_n \rightarrow x_{n+1}. \]

where \( \gamma_1 = n \) and \( \gamma_1 \\leq \gamma_2 \leq \cdots \leq \gamma_n \leq \gamma_{n+1}. \)

From Eq. (6) we can extract another sequence:
\[ d_{n+1} \rightarrow d_{n+2} \rightarrow \cdots \rightarrow d_{n+1} \rightarrow d_{n+1}. \]

Corollary 5.1. Given a plant \( G = (X, E, \delta, x_0), a set of observable events E_{in}, \) and a set of secret states \( X_s, \) \( G \) is \( \infty \)-SSO if and only if \( G \) is \( (|X| \cdot (2^{|X|} - 1))\)-SSO.

Proof. Directly from Theorem 5.2 and Proposition 3.1. □

Remark 2. At the end of this section we make the following comments. First, one may have noticed that the propagation rule of flag “∞” in an \( \infty \)-SR is equivalent to the propagation rule of the fault flag in a diagnoser automaton (Cassandras & Lafortune, 2008). In fact, since in \( \infty \)-SSO an intruder never forgets the visit of a secret state, the secret states in an \( \infty \)-SSO problem can be viewed as state faults. The modeling power of state faults and event faults are proved to be equivalent in automata (Kumar & Takai, 2010). However, the necessary and sufficient conditions of fault diagnosability (which is related to the existence of indeterminate cycles in diagnosers) and \( \infty \)-SSO property (the condition in Theorem 4.1) are completely different.

Second, we note that the k-SR designed in Section 5 can be viewed as the conventional observer automaton (Cassandras & Lafortune, 2008) when \( k = 0. \) In fact, for all pairs \( (x, \gamma) \) in all macro-states in \( G_{0,0}, \) flag \( \gamma = 0 \) (resp., \( \gamma = 1 \)) if and only if \( \gamma = 0 \) (resp., \( x = X_s). \)
Thus, a plant is current-state opacity if and only if there exists a macro-state \( d \) in \( G_{0,0} \) such that all plant states in \( d \) are secret states.
6. Strong opacity enforcement using supervisory control

In this section we study the \(\infty\)-SSO and \(k\)-SSO enforcing problem using supervisory control theory (Cassandras & Lafortune, 2008; Ramadge & Wonham, 1989). We briefly recall some notions on supervisory control in automata. For a plant automaton \(G = (X, E, \delta, x_0)\), the event set \(E\) is partitioned into two disjoint subsets \(E_c \subseteq E_o \subseteq E\), where \(E_c\) is the set of controllable events and \(E_o\) is the set of uncontrollable events. In Ramadge and Wonham (1989), the control objective, called a (language) specification, is defined by a regular language \(L^* \subseteq E^*\). In partially observable systems \(E_o \subseteq E\), a supervisor \(\text{Sup}\) can be viewed as a function \(\text{Sup} : P(L(G)) \rightarrow 2^{E_c}\) such that the closed-loop language of \(\text{Sup}\) over \(G\) (denoted as \(L(\text{Sup}/G)\)) is restricted within \(K\). In plain words, \(\text{Sup}\) runs in parallel with the plant such that for each observable sequence \(w = P(s) \in P(L(G))\), \(\text{Sup}\) disables some controllable events accordingly.

Now we define the \(\infty\)-leaking language and the \(k\)-leaking language as the following.

**Definition 6.1.** Given an \(\infty\)-SR \(G_0 = (D, E_o, \delta, d_0)\), the \(\infty\)-leaking language of \(G_0\) is defined as:

\[
L_{L}(G_0) = \{\sigma \in E_o^* | \delta_{\infty}(d_0, \sigma) \text{ is a leaking state}\}
\]

**Definition 6.2.** Given a \(k\)-SR \(G_{0,k} = (D_k, E_o, \delta_k, d_0)\), the \(k\)-leaking language of \(G_{0,k}\) is defined as:

\[
L_{L}(G_{0,k}) = \{\sigma \in E_o^* | \delta_{k}(d_0, \sigma) \text{ is a leaking state}\}
\]

**Theorem 6.1.** Given a plant \(G = (X, E, \delta, x_0)\), a set of observable events \(E_o\), a set of secret states \(X_s\), and a set of controllable events \(E_c \subseteq E\), let \(G_0\) (resp., \(G_{0,k}\)) be the corresponding \(\infty\)-SR (resp., \(k\)-SR for a given \(k \in \mathbb{N}\)). A supervisor \(\text{Sup}\) that enforces a maximal controllable and observable sublanguage of \(L(G) \setminus P^{-1}[L(L(G_0))]\) (resp., \(L(G) \setminus P^{-1}[L(L(G_{0,k}))]\)) enforces \(\infty\)-SSO (resp., \(k\)-SSO).

**Proof.** We only prove the case for \(\infty\)-SSO by contrapositive. The case for \(k\)-SSO can be analogously proved.

We prove by contrapositive that for any supervisor \(\text{Sup}\) such that \(L(\text{Sup}/G) \subseteq L(G) \setminus P^{-1}[L(L(G_0))]\), \(\text{Sup}/G\) is \(\infty\)-SSO. Suppose that \(\text{Sup}/G\) is not \(\infty\)-SSO. Following the argument “\(\Rightarrow\)” part of the proof of Theorem 4.1, there necessarily exists a sequence \(s \in L(\text{Sup}/G)\) such that \(P(s) \in P(L(L(G_0)))\), which indicates that \(L(\text{Sup}/G) \not\subset L(G) \setminus P^{-1}[L(L(G_0))]\). Hence, \(L(\text{Sup}/G) \not\subset L(G) \setminus P^{-1}[L(L(G_0))]\) implies that \(\text{Sup}/G\) is \(\infty\)-SSO. Then we can conclude that a supervisor \(\text{Sup}\) that enforces a maximal controllable and observable sublanguage of \(L(G) \setminus P^{-1}[L(L(G_0))]\) enforces \(\infty\)-SSO.

**Corollary 6.1.** Both the \(\infty\)-SSO enforcing problem and the \(k\)-SSO enforcing problem can be reduced to the supervisory control
problem of $G$ with language specification $K = E^* \setminus P^{-1}[L|G_0]]$ and $K = E^* \setminus P^{-1}[L|G_{0,\infty}]$.

**Proof.** This corollary directly follows from Theorem 6.1. □

As a result, we can enforce $\infty$-SSO and/or $k$-SSO for a plant $G$ by enforcing a specification $K_0 = E^* \setminus P^{-1}[L|G_0]]$ (for $\infty$-SSO) or $K_k = E^* \setminus P^{-1}[L|G_{0,k}]]$ (for $k$-SSO). Such languages $K_0$ and $K_k$ can be obtained by manipulating the $\infty$-SR or $k$-SR in polynomial complexity (Cassandras & Lafortune, 2008), since both $\infty$-SR and $k$-SR are deterministic automata. Note that in partially observed systems, there may not exist a unique maximally permissive supervisor but several incomparable locally maximal solutions. Such locally maximally solutions can be obtained by using synthesis techniques in Hadj-Alouane, Lafortune, and Lin (1996), Takai (2020), Ushio (1999) and Yin and Lafortune (2016). For the limit of space, we do not address this in detail.

On the other hand, if $E_0 \subset E$ holds, then for both $\infty$-SSO and $k$-SSO there exists a unique maximally permissive supervisor $Sup$: it recognizes the supremal normal sublanguage of $K_0$ or $K_k$ with respect to $L(G)$ (Cassandras & Lafortune, 2008). Therefore, a supervisory controller can be easily obtained by removing from $G_0$ or $G_{0,k}$ all leaking states and those states from which there exists a path to some leaking state(s) labeled by uncontrollable events.

**Example 6.1.** Again consider the automaton $G$ and the corresponding $\infty$-SR $G_0$ in Fig. 1 in which $E_0 = \{a, b, c\}$, $E_\infty = \{t\}$, and the secret set $S_0 = \{x_1\}$. Now, let us assume $E_0 = \{a, b\}$. Since $E_0 \subset E$, a maximally permissive supervisor can be obtained by introducing state specification $D_0 = \{d_5, d_6\}$. By applying a standard trimming procedure we obtain the supervisor $Sup_\infty$ depicted in Fig. 5. This supervisory controller event $b$ whenever observing $ab(ab)^n$ such that the closed-loop system is $\infty$-SSO with respect to $S_0$.

**Remark 3.** Besides supervisory control, other opacity enforcement approaches such as event edition (Ji et al., 2018, 2019; Ji et al., 2019; Mohajerani et al., 2019; Wu & Lafortune, 2014; Yin & Li, 2020) may also be applied to enforce $\infty$-SSO and $k$-SSO. However, event edition requires to intrusively revise the plant structure by physically modifying the observation structure or the output information (by implementing new sensors and/or communication protocols), which may not be possible in some cases.

**7. Conclusions**

In this paper, we have developed a method to verify strong infinite-step opacity and $k$-step opacity using $\infty$-step recognizer and $k$-step recognizer, respectively. The complexities of our algorithms are $O(2^k|\mathcal{M}|, |E_0|)$ and $O(2^{k+2}|\mathcal{M}|, |E_0|)$, respectively, that are lower than that of previously-proposed methods in the literature. We have also proposed an upper bound for the value of $k$ in strong $k$-step opacity. The enforcement of both strong infinite- and $k$-step opacity can be solved using supervisory control. In the future, we will combine this approach with Hu, Ma, and Li (2020) to explore the synthesis of SSO enforcing live supervisors.
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