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Abstract—We investigate state estimation and safe con-
troller synthesis for networked discrete-event systems
(DESs), where supervisors send control decisions to plants
via communication channels subject to communication de-
lays. Previous works on state estimation of networked DES
are based on the open-loop system without utilizing the
knowledge of the control policy. In this article, we pro-
pose a new approach for online estimation and control
of networked DES with control delays. We first propose a
new state estimation algorithm for the closed-loop system
utilizing the information of control decision history. The
proposed state estimation algorithm can be implemented
recursively upon the occurrence of each new observable
event. Then we investigate how to predict the effect of con-
trol delays in order to calculate a control decision online at
each instant. We show that the proposed online supervisor
can be updated effectively and the resulting closed-loop
behavior is safe. Furthermore, we compare the proposed
online supervisor with the predictive supervisor proposed
in the literature and show that our proposed online super-
visor is more permissive than predictive supervisor in the
sense of language inclusion.

Index Terms—Control delay, discrete-event systems
(DES), networked control systems, supervisory control.

I. INTRODUCTION

A. Motivation

IN THIS article, we investigate the problem of
supervisory control of discrete-event systems (DES).
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Supervisory control is a widely used approach for synthesizing
controllers/supervisors with formal correctness guarantees of
the desired specifications [38]. In many modern applications,
supervisors are connected to the plants via communication
networks. Such networked information structures provide more
flexible ways for controlling DES, e.g., one is allowed to
implement the supervisor on the cloud such that more powerful
computational resources can be utilized to handle complex
specifications. On the other hand, the networked information
structure also brings many new research challenges, e.g., the
effectiveness of communication delays/losses [7], [27], [35],
[47], [48] and the security issue [9], [12], [39]. Therefore,
networked DESs have drawn considerable attention in the past
few years in the DES literature; see, e.g., [1], [18], [19], [22],
[29], [37], [39], [44]–[46].

B. Related Works

The study of supervisory control of networked DES dates
back to the work of Balemi [4], where the robustness of su-
pervisors under communication delays was investigated. In [20]
and [21], Park and Cho also studied the supervisory control
problem of networked DES. In particular, it is assumed that
each controllable event is disabled by default and it is enabled
when sufficient information is obtained. In [24], the authors
investigate the supervisory control problem in the setting where
the supervisor and the plant cannot be synchronized perfectly
due to communication delays and losses. In [45] and [46],
Zgorzelski and Lunze used extended I/O automata to investi-
gate the tracking control of networked DES and applied the
solution to handling systems. Recently, Lin [16] proposed a
general framework for supervisory control of networked DES.
In particular, it considers communication delays and losses in
both control channels and observation channels. Necessary and
sufficient conditions, termed as networked controllability and
networked observability, were provided for the existence of a
nonpredictive supervisor that exactly achieves a given specifi-
cation language.

Following the framework of Lin, many works on control of
networked DES have been done in the literature in the past
few years [13], [30], [31], [33], [50]. Particularly, in [33], the
authors proposed a predictive supervisor and showed that the
specification language is achievable if and only if the predictive
supervisor can do so. The predictive supervisor has also been
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extended to modular systems by [13], where the monolithic
system consists of a set of local modules that run concurrently.
In [32], deterministic control of networked DES is studied in
order to eliminate language uncertainty by enforcing the large
language and the small language to be equal. The decentralized
supervisory control of networked DES is investigated in [30],
where the plant is controlled by a set of local supervisors that
send local information to a fusion center in order to obtain a
global decision. In [3], [23],[25], and [49], supervisory control
of networked DES has also been extended to the setting of
timed DESs. An approach that transforms the networked control
problem to the nonnetworked setting under uncertain conditions
was proposed in [50]. Networked supervisory control theory has
also been applied to railway traffic control systems [16] and
manufacturing systems [46].

In many applications, it is very difficult to achieve a given
specification language exactly, i.e., supervisor existence problem
is not solvable. Therefore, one is interested in synthesizing a
supervisor such that the closed-loop language is a sublanguage
of the desired specification. This problem is referred to as the
supervisor synthesis problem in the literature, which is one of the
central problems in the supervisory control theory [6], [10], [11],
[14], [15], [34], [41]–[43]. The goal of the supervisor synthesis
problem is to restrict the behavior of the system within the safety
language but as permissive as possible. In the context of control
of networked DES, in [2],[26], [28], [36], and [40], supervisor
synthesis under observation delays and losses were investigated.
For example, in [36] and [40], Mealy automata were used to
model unreliable and nondeterministic observations. To our
knowledge, however, the supervisor synthesis problem with
control delays has not yet been fully investigated in the literature.
For example, the work of [31] tackles the supervisor synthesis
problem for safety specification under both control and obser-
vation delays. However, the approach in [31] requires to restrict
the solution space a priori, while the solution space is infinite
in general. When the specification language cannot be exactly
achieved, the predictive supervisor proposed in [33] can also
be used to solve the synthesis problem for safety. However, the
control decision of the predictive supervisor is very conservative
making the closed-loop behavior unnecessarily restrictive.

C. Our Results

In this article, we investigate the supervisor synthesis problem
for networked DESs with safety specifications. Specifically, we
focus on the case of control delays and assume that the system
is only partially observed (see Fig. 1). It is worth noting that
the synthesis problem under control delays is quite different
from the case of observation delays. Particularly, in the standard
supervisory control problem, the effective control decision can
be updated immediately once a new event is observed. However,
due to control delays, in the networked setting, the control
decision issued currently may affect the closed-loop behavior in
the future as the plant may still use a previous control decision
issued by the supervisor. This issue has to be taken into account
in the synthesis problem, which is also the main difficulty in the
networked synthesis problem.

Fig. 1. Supervisory control of networked DES with control delays.

To solve this supervisor synthesis problem, we proposed a
novel online control algorithm for networked DES with control
delays. The proposed online control algorithm essentially con-
sists of three parts: the state estimation part, the state prediction
part, and the decision-making parting. The state estimation part
aims to estimate the current state of the system based on both the
observation and the control decision histories. To this end, a new
concept called the extended state is proposed that augments the
original plant state with the control channel configuration. We
show that the extended state is the real “state” in the entire dy-
namic system as it also encodes the effect of previous control de-
cision into the plant state. We propose an approach for estimating
the extended state of the closed-loop system recursively online.
Then, based on the estimated extended state, we discuss how to
choose a control decision online by predicting its effect in the
future. Specifically, we require that the selected control decision
should not only be locally safe but also safe in the future before
its effect expires. Finally, we integrate the state estimation, state
prediction, and control selection techniques into an interactive
online control algorithm and show its correctness. The general
idea of online supervisory control was originally studied for
standard DES without control delays; see, e.g., [5] and [11]. To
the best of our knowledge, online supervisory control has never
been applied to networked DES with communication delays.

Then we further compare the proposed online supervisor with
the predictive supervisor proposed in [33]. It was shown in [33]
that 1) the predictive supervisor can exactly achieve the specifi-
cation language when the system is controllable and networked
observable; and 2) it is still safe when the specification cannot
be achieved. In fact, the predictive supervisor also contains a
state estimation part and a state prediction part for the purpose
of decision making. However, there is a significant difference
between the estimation/prediction techniques in our work and
those in [33]. Specifically, in the predictive supervisor, both
the state estimation and the state prediction are based on the
open-loop system without control. Such strategies are easy to
implement, but the information of the closed-loop control policy
is not used. Therefore, the state estimation and the state predic-
tion used in the predictive supervisor coincide with our strategies
only when the specification can be exactly achieved. In general,
the estimated and predicted states of the predictive supervisor are
overly conservative. On the other hand, both our state estimation
and our state prediction techniques utilize the information of
control decision history, which make the estimated/predicted
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state more precise. Consequently, the online supervisor is more
permissive than the predictive supervisor when the specification
language cannot be exactly achieved.

D. Organization

The remainder of this article is organized as follows. In Sec-
tion II, we introduce some necessary notations and formulate the
problem to be solved. Online state estimation and state predic-
tion techniques are provided in Sections III and IV, respectively.
Also, we formally present the online control algorithm and prove
its correctness in Section IV. In Section V, we further present
a modified online control algorithm and show that it always
outperforms the predictive supervisor proposed in the literature.
Finally, we conclude the article by Section VI. Preliminary and
partial versions of some of the results in this article are presented
in [17]. Compared with [17], this article consists of proofs
omitted in [17] as well as detailed explanations and example.
Also, we provide a comparison between the proposed online su-
pervisor with the predictive supervisor and show that the online
supervisor can always outperform the predictive supervisor in
terms of the permissiveness.

II. PRELIMINARIES AND PROBLEM FORMULATION

Let Σ be a finite set of events. A string is a finite sequence of
events. We denote by Σ∗ the set of all strings over Σ including
the empty string ε. A language L ⊆ Σ∗ is a set of strings. The
prefix-closure of a language L is defined by L = {w ∈ Σ∗ :
∃t s.t. wt ∈ L}. The concatenation of two languages La, Lb ⊆
Σ∗ is defined by LaLb = {sasb ∈ Σ∗ : sa ∈ La, sb ∈ Lb}.

For any string s = σ1σ2 . . . σn, σi ∈ Σ, we denote by |s| its
length, i.e., |s| = n. Also, we denote by s−i the string obtained
by removing the last i events in s, i.e., s−i = σ1 . . . σ|s|−i; we
define s−i = ε, if |s| ≤ i. For any natural number N ∈ N, we
denote by [0, N ] the set of natural numbers from 0 to N .

A DES is modeled by a finite-state automaton

G = (Q,Σ, δ, q0)

where Q is a finite set of states, Σ is a finite set of events,
δ : Q× Σ → Q is a partial transition function, and q0 is
the initial state. For any states q, q′ ∈ Q and event σ ∈ Σ,
δ(q, σ) = q′ implies that there exists a transition from q to q′

labeled with event σ. The transition function is also extended
to δ : Q× Σ∗ → Q in the usual manner; see, e.g., [8]. For the
sake of simplicity, we write δ(q, s) as δ(s) if q = q0. Then the
language generated byG is defined asL(G) = {s ∈ Σ∗ : δ(s)!},
where “!” means “is defined.”

In many situations, the original system G may not satisfy
some desired specification. Therefore, the supervisory control
theory was introduced in order to restrict the system’s behavior
such that the closed-loop system fulfills the specification. In the
supervisory control framework, the event set Σ is partitioned as

Σ = Σc∪̇Σuc = Σo∪̇Σuo

where Σc and Σuc denote the set of controllable events and the
set of uncontrollable events, respectively. Similarly, Σo and Σuo

denote the set of observable events and the set of unobservable

events, respectively. Note that, in general, there is no relationship
between controllable events and observable events.

We defineΓ = {γ ∈ 2Σ : Σuc ⊆ γ} as the set of control deci-
sions. That is, a supervisor cannot disable uncontrollable events.
The natural projection P : Σ∗ → Σ∗

o is defined recursively as
follows: For any s ∈ Σ∗, σ ∈ Σ, we have

P (ε) = ε and P (sσ) =

{
P (s)σ if σ ∈ Σo

P (s) if σ ∈ Σuo.
(1)

That is, upon the occurrence of a string s ∈ Σ∗, the supervisor
can only be observed as P (s) ∈ Σ∗

o.
A supervisor is a mechanism that enables/disables events

dynamically based on its observation. Formally, a supervisor
is a mapping

S : P (L(G)) → Γ.

That is, the supervisor decides to enable events inS(P (s))when
string s is generated by the system.

In the networked setting, the supervisor needs to send its
control decisions to the plant via control channels, where com-
munication delays may occur. In this setting, the plant may still
use a previous control decision even when a new control decision
has been issued. We assume that the communication delays are
bounded by a nonnegative integer Nc. In practice, the delay
boundNc can be identified by, e.g., communication experiments.
Then the language generated by the closed-loop system (subject
to control delays), denoted by L(S/G), is defined recursively as
follows [16].

1) ε ∈ L(S/G).
2) For any s ∈ Σ∗ and σ ∈ Σ, we have sσ ∈ L(S/G) if and

only if
1) sσ ∈ L(G);
2) s ∈ L(S/G);
3) σ ∈ S(P (s)) ∪ S(P (s−1)) ∪ · · · ∪ S(P (s−Nc

)).
Remark 1: Intuitively, the definition of L(S/G) says that, at

each instant, the plant may use any control decision issued by the
supervisor in the previous Nc steps due to control delays. This
language is also referred to as the “large language” (or the upper
bound language) in the literature [32]. Note that this language
is essentially an overapproximation of the actual behavior of
the networked system and may contain some strings that are
not feasible; see, e.g., [33] for detailed discussions. On the other
hand, this definition provides a relatively simple language-based
characteristic and is very suitable for the purpose of safety as it
is conservative in the sense that it captures all possible actions
the supervisor may take under control delays. Our article will
also focus on the synthesis of safe supervisor; this is why we
adopt this definition of the closed-loop language.

As we mentioned earlier, our goal is to design a supervisor
such that the closed-loop system satisfies some requirement.
Here, we consider a safety specification. Specifically, we assume
that the specification is given as a legal language K ⊆ L(G)
and we want to make sure that the behavior of the closed-loop
system is within the legal language. Then we formulate the safety
control problem with control delays (SCPCD) that we solve
in this article. As we have discussed earlier, we consider the
synthesis problem under the following assumptions.
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1) The observation channel is perfect, i.e., each occurrence
of observable event can be received by the supervisor
instantly.

2) The control channel is subject to communication delays
and the number of delays (counted by event occurrences)
is upper bounded by a nonnegative integer Nc.

3) The initial control decisions is not subject to control
delays, which can be, for example, embedded in actuators
of the plant initially.

Problem 1: (SCPCD) LetG be a networked DES with control
delays bounded by Nc. Let K ⊆ L(G) be a safety specification
language. Find a safe supervisor S such that L(S/G) ⊆ K.

Without loss of generality, we assume hereafter that K is
recognized by a strict subautomaton of G, denoted by H =
(QH ,Σ, δH , q0). That is, QH ⊆ Q,L(H) = K ⊆ L(G), and
for any string s ∈ L(G), we have s ∈ K if and only if δ(q0, s) ∈
QH . We define

Qgood = {q ∈ QH : ∀s ∈ Σ∗
uc s.t. δ(q, s) ∈ QH}

as the set of states that cannot reach a state in Q \QH via un-
controllable transitions. We assume that q0 ∈ Qgood. Therefore,
to guarantee safety, we need to make sure that the system can
only reach states in Qgood.

Remark 2: SCPCD can be solved by designing a supervisor
that always disables all controllable events. However, this solu-
tion is not very interesting as the closed-loop behavior is very
restrictive. Let S and S ′ be two safe supervisors. We say that S ′

is more permissive than S if L(S/G) ⊂ L(S ′/G). Therefore,
we not only want to find a solution to SCPCD but also want the
solution to be as permissive as possible.

Remark 3: In [33], the authors have investigated under what
condition the specification language K can be exactly achieved
subject to control delays. This problem is usually referred to as
the supervisor existence problem in the literature [8]. Specifi-
cally, it has been shown that K can be exactly achieved if and
only if the specification is controllable and networked observ-
able. Our problem setting implicitly assumes that the existence
conditions are not satisfied and we need to consider the synthesis
problem rather than the existence problem.

III. ONLINE STATE ESTIMATION UNDER CONTROL DELAYS

In the partial observation setting, in order to make control
decision at each instant, the supervisor needs to estimate the
set of all possible states the system can be in currently based
on all information available. Formally, let G be a system, S
be a supervisor (with control delays bounded by Nc), and α ∈
P (L(S/G)) be an observable string. Then the state estimate
upon the occurrence of α is defined by

ES(α) = {q ∈ Q : ∃s ∈ L(S/G) s.t. P (s) = α ∧ δ(s) = q}.
Note that we use subscript “S” inES(·) in order to emphasize

that we are considering the state estimate of the closed-loop
system controlled by supervisorS. When supervisorS is given or
we know a priori that the supervisor will exactly achieve a given
language, the state estimate can be computed by constructing
the (networked) observer based on the closed-loop behavior

L(S/G) [16]. However, this state estimation technique essen-
tially utilizes the entire functionality of the supervisor including
the future control actions, which are unknown in the synthesis
problem. In order to synthesize control decisions effectively, we
need to estimate the state of the system online only based on the
information available up to the current instant.

In order to state our online state estimation algorithm, first,
we introduce the concept of channel configuration.

Definition 1: Let G be a networked DES with control delays
bounded by Nc. A channel configuration is a set of pairs in the
form of

θ = {(γ1, n1), (γ2, n2), . . . , (γk, nk)}
where each γi ∈ Γ is a control decision and each ni ∈ [0, Nc]
is a nonnegative integer smaller than or equal to Nc. We denote
by Γ(θ) the union of all control decision components in θ, i.e.,
Γ(θ) = ∪i=1,...,kγi. Finally, we denote byΘ ⊆ 2Γ×[0,Nc] the set
of all channel configurations.

Intuitively, each channel configuration specifies the control
decisions that remained in the control channel and their timing
information. That is, (γi, ni) means that decision γi is delayed
in the control channel and will still be effective for the next ni

steps. Essentially, the channel configuration models the “state”
of the control channel. Therefore, in our setting, the true “state”
of the closed-loop control system consists of both the state of
the plant and the channel configuration, and we call this the
extended state.

Definition 2: Let G be a networked DES with control delays
bounded by Nc. An extended state is a plant state augmented
with a channel configuration in the form of q̃ = (q, θ), where
q ∈ Q and θ ∈ Θ. We define Q̃ := Q×Θ as the set of all
extended states.

To precisely estimate the state of the system, we should not
only track all possible states of the plant but also track the chan-
nel configuration of each possible state since delayed control
decisions may affect the behavior of the system in the future.
That is, we want to estimate all possible extended states based on
the information available. Next, we describe how the extended
state estimate evolves when new information is obtained (either
when a new event is observed or when a new control decision is
issued).

Let θ ∈ Θ be a channel configuration. We define the “next”
operator NX : Θ → Θ as follows: for any θ ∈ Θ,

NX(θ) = {(γ, n− 1) ∈ Γ×N : (γ, n) ∈ θ, n ≥ 1}.
That is, NX(θ) decreases the timing index of each control
decision in θ by one unit and it only keeps control decisions
whose timing indices are nonnegative (which means that the
delay has not yet expired).

Now we are ready to present how the extended state estimate
can be updated recursively online based on new information
obtained. Suppose that our current estimation of the extended
state of the system is x ∈ 2Q̃. Then we need to update this set
for the following two scenarios:

1) a new control decision γ ∈ Γ is issued;
2) a new observable event σ ∈ Σo is observed.
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We formalize the estimation updating procedures for
the above two scenarios by operators networked unobserv-
able reach (NUR) : 2Q̃ × Γ → 2Q̃ and networked observable
reach (NOR) : 2Q̃ × Σo → 2Q̃, respectively, as follows.

Definition 3: Letx ∈ 2Q̃ be a set of extended states and γ ∈ Γ
be a control decision. Then the NUR of x under γ, denoted by
NURγ(x), is defined recursively as follows.

1) For any extended state (q, θ) ∈ x, we have

(q, θ ∪ {(γ,Nc)}) ∈ NURγ(x). (2)

2) For any extended state (q, θ) ∈ NURγ(x) and any unob-
servable event σ ∈ Σuo, we have

σ ∈ Γ(θ) and δ(q, σ)!

⇒ (δ(q, σ),NX(θ) ∪ {(γ,Nc)}) ∈ NURγ(x). (3)

Intuitively, NURγ(x) is the updated extended state estimate
immediately after a new control decision γ (but before the
occurrence of the next observable event) based on the latest state
estimatex. The update is implemented by searching all extended
states that can be reached unobservably from x. More specifi-
cally, first, we add the latest control decision γ and its timing
index Nc to each extended state in x. Then, for each extended
state (q, θ) ∈ NURγ(x), we need to consider all unobservable
and feasible events from x. By feasible, we mean that the event
is defined at q and is enabled by some control decision in the
control channel, i.e., σ ∈ Γ(θ). For such (q, θ) and σ, we then
add its successor extended state (δ(q, σ),NX(θ) ∪ {(γ,Nc)})
to NURγ(x). The second component of the successor state is
NX(θ) ∪ {(γ,Nc)} since 1) the execution of σ will decrease
the timing index of each previous control decision in θ by one
unit; and 2) we also need to add the current control decision with
its timing index Nc.

Definition 4: Let x ∈ 2Q̃ be a set of extended states and
σ ∈ Σo be an observable event. Then the NOR of x upon the
occurrence of σ, denoted by NORσ(x), is defined by

NORσ(x) = {(δ(q, σ),NX(θ)) ∈ Q̃ : (q, θ) ∈ x, σ ∈ Γ(θ)}.
(4)

Intuitively, NORσ(x) is the set of extended state estimate that
can be reached immediately after observing σ but before the
next control decision is issued, based on the latest state estimate
x. Therefore, for each state (q, θ) ∈ x considered, event σ must
be feasible in G and be enabled by some control decision in
the control channel, i.e., σ ∈ Γ(θ). Upon the occurrence of σ,
the plant state will be updated and we also need to decrease the
timing index of each control decision in θ by one unit.

We use the following example to illustrate how NUR and
NOR are computed.

Example 1: Let us consider system G shown in Fig. 2
with Σo = {a, b},Σc = Σ = {a, b, u1, u2, u3}, and Nc = 1.
Suppose that the current extended state estimate is x1 =
{(1, {(Σ, 1)})}, which means that the system is at state 1 and
there exists a control decision γ0 = Σ that will still be effective
in one step. From this instant, if we observe event a, then we

Fig. 2. System with Σo = {a, b},Σc = Σ and Nc = 1.

have

x̂2=NORa(x1)={(δ(1, a),NX({(γ0, 1)}))}={(2, {(γ0, 0)})}.
From x̂2, if we make control decision γ1 = Σ \ {u2} =
{a, b, u1, u3}, then we have the following.

1) (2, {(γ0, 0)} ∪ {(γ1, 1)}) ∈ NURγ1
(x̂2).

2) Since u3 ∈ Γ({(γ0, 0), (γ1, 1)}) and δ(2, u3)=3,
we have (3,NX({(γ0, 0), (γ1, 1)}) ∪ {(γ1, 1)}) ∈
NURγ1

(x̂2).
3) Since u1 ∈ Γ({(γ0, 0), (γ1, 1)}) and δ(2, u1) = 4,

we have (4,NX({(γ0, 0), (γ1, 1)}) ∪ {(γ1, 1)}) ∈
NURγ1

(x̂2).
Therefore, we have

NURγ1
(x̂2) = {(2, {(γ0, 0), (γ1, 1)}), (3, {(γ1, 0), (γ1, 1)}),

(4, {(γ1, 0), (γ1, 1)})}.
We are now ready to present our online state estimation

algorithm. The main idea is to employ NURγ(·) and NORσ(·)
alternatively so that the extended state estimate can be updated
recursively online. Formally, let G be a DES and S be a supervi-
sor with control delays bounded by Nc. Let α ∈ P (L(S/G)) be
an observable string generated by the closed-loop system. We
define two sets ÊS(α) and ES(α) recursively as follows: for any
α ∈ Σ∗

o and σ ∈ Σo, we have

ÊS(ε) = {(q0, ∅)} (5)

ES(α) = NURS(α)(ÊS(α)) (6)

ÊS(ασ) = NORσ(ES(α)). (7)

Intuitively, ÊS(α) is the extended state estimate immediately
after observing α and ES(α) is the extended state estimate
after making control decision S(α) with unobservable reach
included. Hereafter, we will formally show that ES(α) is indeed
the extended state estimate of the closed-loop system upon the
observation of α. A very important feature of ES(α) is that its
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computation only utilizes the information available up to the
instant of α = σ1 . . . σn, σi ∈ Σo, i.e., the following alternating
sequence of control decisions and observations:

S(ε)σ1S(σ1)σ2 . . . σnS(σ1 . . . σn).

This makes online control synthesis possible as all information
needed are available up to the current instant.

To state our result, for any s ∈ L(S/G), we define

θ(s)={(γ,Nc − n) : 0≤n≤min{Nc, |s|}, γ=S(P (s−n))}
(8)

as the channel configuration upon the execution of s. Using this
notation, for any s ∈ L(S/G), we have

Γ(θ(s)) = S(P (s)) ∪ S(P (s−1)) ∪ · · · ∪ S(P (s−Nc
)). (9)

The following result shows that our proposed state estimate
ES(α) indeed correctly estimates the plant state together with
its channel configuration.

Theorem 1: Let G be a DES and S be an arbitrary supervisor
with control delays bounded by Nc. For any α ∈ P (L(S/G)),
we have

ES(α) = {(δ(s), θ(s))∈Q̃ : ∃s∈L(S/G) s.t. P (s)=α}.
(10)

Proof: We prove by induction on the length of α.
Induction Basis: We consider the case of |α| = 0, i.e., α =

ε. Then we know that ES(ε) = NURS(ε)({(q0, ∅)}). Next, we
show that

NURS(ε)({(q0, ∅)})={(δ(s), θ(s))∈Q̃ : s∈L(S/G)∩Σ∗
uo}.
(11)

(LHS ⊆ RHS) First, let (q, θ) ∈ NURS(ε)({(q0, ∅)}) be an
element of the LHS of (11). By Definition 3, we know that
there exists a sequence of unobservable events σ1 . . . σn ∈ Σ∗

uo

inducing the following extended states.
1) (q0, θ0) = (q0, ∅ ∪ {(S(ε), Nc)}).
2) For any k = 1, . . . , n, we have

(qk, θk)=(δ(qk−1, σk),NX(θk−1) ∪ {(S(ε), Nc)})
such that σk ∈ Γ(θk−1) and (qn, θn) = (q, θ).
Since σi ∈ S(ε) ∩ Σuo and δ(q0, σ1 . . . σn) = q, we know

that σ1 . . . σn ∈ L(S/G) ∩ Σ∗
uo. Therefore, to show that (q, θ)

is also an element of the RHS of (11), it remains to show that θ =
θ(s). Again, we show this by induction on the length of s. For
|s| = 0, we know immediately that θ0 = {(S(ε), Nc)} = θ(ε).
Now, we assume that θk = θ(σ1 . . . σk). Then we have

θk+1 = NX(θk) ∪ {(S(ε), Nc)}
= NX(θ(σ1 . . . σk)) ∪ {(S(ε), Nc)}
= θ(σ1 . . . σkσk+1).

Therefore, we have LHS ⊆ RHS.
(RHS⊆LHS) Let (q, θ) be an element of the RHS of (11), i.e.,

there exists a sequence of unobservable events s = σ1 . . . σn ∈
L(S/G) ∩ Σ∗

uo such that (δ(s), θ(s)) = (q, θ). Hereafter, we
show that (q, θ) ∈ NURS(ε)({(q0, ∅)}). Still, we show this by
induction on the length of s. When |s| = 0, we know that
(δ(s), θ(s)) = (q0, {(S(ε), Nc)}) ∈ NURS(ε)({(q0, ∅)}). Now,
we assume that (δ(s), θ(s)) ∈ NURS(ε)({(q0, ∅)}) for |s| = k.

Then for the case of |s| = k + 1, i.e., s = σ1 . . . σk+1, we know
that

1) σk+1 ∈ ∪i=0,...,Nc
S(P ((σ1 . . . σk)−i)) =

Γ(θ(σ1 . . . σk));
2) δ(δ(σ1 . . . σk), σk+1)!

Therefore, by Definition 3, we have

(δ(s),NX(θ(σ1 . . . σk)) ∪ {(S(ε), Nc)}) ∈ NURS(ε)({(q0, ∅)}).
Also, since θ(s) = NX(θ(σ1 . . . σk)) ∪ {(S(ε), Nc)}), we have
(δ(s), θ(s)) ∈ NURS(ε)({(q0, ∅)}) for |s| = k + 1.

Induction Step: Now, let us assume that (10) holds for |α| = m
and we want to show that

ES(ασ) = {(δ(s), θ(s))∈Q̃ : ∃s∈L(S/G) s.t. P (s)=ασ}
(12)

where σ ∈ Σo is a new observable event such that ασ ∈
P (L(S/G)). Similar to the induction basis, we still show this
by two parts.

(LHS ⊆ RHS) First, let (q, θ) ∈ NURS(ασ)(ÊS(ασ)) be
an element of the LHS of (12). Note that ES(ασ) =
NURS(ασ)(NORσ(ES(α))). By Definitions 3 and 4, we know
that there exist an extended state (q,′ θ′) ∈ ES(α) and a sequence
of events σσ1 . . . σn, where σ1 . . . σn ∈ Σ∗

uo, inducing the fol-
lowing extended states.

1) (q1, θ1) = (δ(q,′ σ),NX(θ′)∪{(S(ασ), Nc)}).
2) For any k = 1, . . . , n, we have

(qk+1, θk+1)=(δ(qk, σk),NX(θk)∪{(S(ασ), Nc)})
such that
a) σ ∈ Γ(θ′), σk ∈ Γ(θk);
b) (qn+1, θn+1) = (q, θ).

Let t ∈ L(S/G) be a string that P (t) = α and (δ(t), θ(t)) =
(q,′ θ′). Next, we show the following by induction:

1) tσσ1 . . . σk ∈ L(S/G);
2) θk+1 = θ(tσσ1 . . . σk).

For k = 0, we have θk = θ′ = θ(t). Since q′ = δ(t),
δ(q,′ σ) = q1, andΓ(θ′) = Γ(θ(t)) = ∪i=0,...,Nc

S(P (t−i)), we
have tσ ∈ L(S/G). Also, we have

θ1 = NX(θ′)∪{(S(ασ), Nc)} = NX(θ(t))∪{(S(ασ), Nc)}
= θ(tσ). (13)

Now we assume that the above two conditions hold for k and we
consider the case of k + 1. Still, since qk+1 = δ(tσσ1 . . . σk),
δ(qk+1, σk+1)!, and σk+1 ∈ Γ(θk+1) = Γ(θ(tσσ1 . . . σk)) =
∪i=0,...,Nc

S(P ((tσσ1 . . . σk)−i)), we have sσσ1 . . . σk+1 ∈
L(S/G). Also, we have

θk+2 = NX(θk+1)∪{(S(ασ), Nc)}
= NX(θ(tσσ1 . . . σk))∪{(S(ασ), Nc)}
= θ(tσσ1 . . . σkσk+1). (14)

Therefore, by taking tσσ1 . . . σn as string s in the RHS of (12),
we have that (q, θ) = (qn, θn) is also an element in the RHS of
(12).

(RHS ⊆ LHS) Let (q, θ) be an element of the RHS of (12),
i.e., there exists a string s ∈ L(S/G) such that P (s) = ασ
and (δ(s), θ(s)) = (q, θ). We write string s in the form of
s = tσσ1 . . . σn, whereσ1 . . . σn ∈ Σ∗

uo is the unobservable tail.
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We define the following sequence of extended states recursively
by the following.

1) (q1, θ1) = (δ(tσ),NX(θ(t))∪{(S(ασ), Nc)}).
2) For any k = 1, . . . , n, we have

(qk+1, θk+1)=(δ(qk, σk),NX(θk)∪{(S(ασ), Nc)}).
First, we note that θi+1 = θ(tσσ1 . . . σi)∀i = 0, . . . , n. Next,

we show by induction that (qi, θi) ∈ ES(ασ)∀i = 1, . . . , n+ 1.
Initially, since P (t) = α, by the induction hypothesis (on

|α|), we know that (δ(t), θ(t)) ∈ ES(α). Since tσ ∈ L(S/G),
we know that σ ∈ Γ(θ(t)). Therefore, by Definition 4, we know
that

(δ(tσ),NX(θ(t))) ∈ NORσ(ES(α)).
Then by Definition 3, we know that

(q1, θ1) = (δ(tσ),NX(θ(t)) ∪ {(S(ασ), Nc)})
∈ NURS(ασ)(NORσ(ES(α))) = ES(ασ). (15)

Now we assume that (qk, θk) ∈ ES(ασ) and we consider the
case of k + 1. Since tσσ1 . . . σk−1σk ∈ L(S/G), we have

σk ∈ ∪i=0,...,Nc
S(P ((tσσ1 . . . σk−1)−i))

= Γ(θ(tσσ1 . . . σk−1)) = Γ(θk). (16)

Again, since (qk+1, θk+1) = (δ(qk, σk),NX(θk) ∪
{(S(ασ), Nc)}, by Definition 3, we have (qk+1, θk+1) ∈
ES(ασ).

Overall, we prove the equality in (10). �
For any set of extended states x = {(q1, θ1), . . . , (qn, θn)},

we denote byQ(x) the set of all states in its first component, i.e.,
Q(x) = {q1, q2, . . . , qn}. Then we have the following corollary
of Theorem 1 by restricting our attention to the first component
of x.

Corollary 1: LetG be a DES andS be an arbitrary supervisor
with control delays bounded by Nc. For any α ∈ P (L(S/G)),
we have Q(ES(α)) = ES(α).

We illustrate our online state estimation procedure by the
following example.

Example 2: Let us still consider the system G shown in Fig. 2
withΣc = Σ,Σo = {a, b} andNc = 1. Suppose that the system
is controlled by supervisor S defined by the following:

1) S(ε) = γ0 := Σ;
2) S(a) = γ1 := Σ \ {u2}.

We now compute the proposed extended state estimation
ES(a) and ES(a), respectively.

Initially, we have ÊS(ε) = {(1, ∅)}. After mak-
ing the first control decision S(ε) = γ0, we have
ES(ε) = NURγ0

(ÊS(ε)) = {(1, {(γ0, 1)})}. Then upon
observing a, we have ÊS(a) = NORa(ES(ε)) =
{(2, {(γ0, 0)})}. After making the second control decision
S(a) = γ1, we further have ES(a) = NURγ1

(ÊS(a)) =
{(2, {(γ0, 0), (γ1, 1)}), (3, {(γ1, 0), (γ1, 1)}), (4, {(γ1, 0),
(γ1, 1)})}. Note that state 5 is not contained in ES(a) since
u2 /∈ Γ({(γ1, 0), (γ1, 1)}) = {a, b, u1, u3}.

On the other hand, by definition of ES(·) and L(S/G), we
have {ε, a, au1, au3} ⊆ L(S/G). However, au3u2 /∈ L(S/G)
since u2 /∈ S(P (au3)) ∪ S(P ((au3)−1)) = γ1. Therefore,
we have ES(a) = {δ(s) ∈ Q : s ∈ L(S/G) s.t. P (s) =

a} = {2, 3, 4}. This is consistent with our result that
ES(a) = Q(ES(a)).

IV. ONLINE CONTROL ALGORITHM

In the previous section, we have shown how to compute the
state estimate of the system online in the presence of control
delays. In this section, we will discuss how to choose a safe
control decision at each instant based on the state estimate.

A. Uncontrollable State Prediction

Note that in the standard supervisory control framework
without control delays, the choice of control decision at each
instant will only affect reachable states until the occurrence
of the next observable event since the control decision can be
updated immediately. However, in our setting, the current control
decision may affect reachable states in the next Nc steps due to
control delays. Therefore, to precisely evaluate the effect of a
control, we need to predict all possible states that can be reached
in the presence of control delays. To this end, we introduce the
concept of uncontrollable state prediction (USP).

Let θ = {(γ1, n1), (γ2, n2), . . . , (γk, nk)} be a channel con-
figuration and m ∈ [0, Nc] be a nonnegative integer. We denote
by Γ≥m(θ) the union of all control decisions that will still be
effective after m steps, i.e.,

Γ≥m(θ) =
⋃

i∈{1,...,k}:ni≥m

γi. (17)

Clearly, we have Γ≥0(θ) = Γ(θ) and Γ≥m(θ) ⊆ Γ(θ). Then we
define the uncontrollable language from θ by

Luc(θ) := Γ≥0(θ)Γ≥1(θ) · · ·Γ≥Nc
(θ)

where the second part is the prefix-closure of the concatenation
of event sets Γ≥i(θ) from i = 0 to i = Nc. Intuitively, if the
current channel configuration is θ, then we cannot prevent any
string in Luc(θ) from happening due to existing delayed control
decisions in the channel.

Definition 5: Let q̃ = (q, θ) ∈ Q̃ be an extended state, then
the USP of q̃, denoted by USP(q̃), is defined by

USP(q̃) = {δ(q, s) ∈ Q : s ∈ Luc(θ)} . (18)

The USP is also extended to a set of extended states x ∈ 2Q̃ by
USP(x) = ∪q̃∈xUSP(q̃).

The intuition of the USP is similar to that of the uncontrollable
language. It essentially captures the set of states we cannot
prevent from reaching from x no matter what control decisions
we take in the future. We illustrate this concept by the following
example.

Example 3: Let us still consider the system G shown in
Fig. 2 with Σc = Σ,Σo = {a, b} and Nc = 1. Note that there
are three illegal states that should be avoided which are in the
shape of solid red circles, i.e., Q\QH = {15, 16, 17}. Suppose
we are now at extended state q̃ = (11, {(γ, 0), (γ, 1)}), where
γ = Σo = {a, b}, and we want to compute its uncontrollable
state prediction USP(q̃). First, we have

Luc(θ) = Γ≥0(θ)Γ≥1(θ) = {a, b}{a, b}
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= {aa, ab, ba, bb}.
Therefore, we have

USP(q̃)={δ(11, s) ∈ Q : s ∈ Luc(θ)}={11, 13, 17}.
Therefore, we know that we will unavoidably reach illegal state
17 starting from such extended state q̃ = (11, θ).

B. Choice of Control Decision

Suppose that stringα ∈ Σ∗
o is observed and the extended state

estimate of the system (before the latest unobservable reach) is
computed as ÊS(α) ∈ 2Q̃. Now, let us discuss how to choose
a control decision at each instant for the purpose of safety. As
we discussed above, once we choose control decision γ ∈ Γ at
ÊS(α), the extended state estimate will be updated as ES(α) =
NURγ(ÊS(α)). Moreover, the system will possibly reach any
state in USP(ES(α)) no matter what control decisions we take
in the future. Therefore, we say that a control decision γ ∈ Γ is
safe at ÊS(α) if

USP(NURγ(ÊS(α))) ⊆ Qgood. (19)

Therefore, to guarantee safety, we need to make sure that the
control decision at each instant is safe; otherwise, the system
may unavoidably reach an illegal state in Q \QH .

So far, we have discussed how to estimate the state of the
system recursively online and how to predict the effect of a
control decision based on the current state estimate. Now, we
combine the estimation and prediction techniques together to
finally present our online control algorithm.

The online control procedure is formally provided in Algo-
rithm ONLINE-CONTROL, which computes a control decision at
each instant upon the occurrence of a new observable event.
More specifically, the procedure starts from the initial state
estimate ÊS(ε) = {(q0, ∅)}. Then it wants to find a safe control
decision γ at ÊS(ε) in the sense of (19). Moreover, to achieve
permissiveness, we want this control decision to be maximal,
i.e., there does not exist another safe control decision γ′ at ÊS(ε)
such that γ ⊂ γ′. Once the control decision is chosen, we update
our state estimate to ES(ε) using the NURγ(·) operator and then
wait for the occurrence of the next observable event. Once a new
observable eventσ is observed, first, we update the state estimate
to ÊS(σ) using the NORσ(·) operator. Then, we go to line 7 to
choose a safe control decision and repeat the above procedure
indefinitely.

Remark 4: The maximal safety control decision in lines 2 and
7 of Algorithm 1 can be found by an “add-and-test” manner.
Specifically, we can start from the set of uncontrollable events
and then add a controllable event to it and test whether or not
the resulting set is still safe. If so, we keep this event and repeat
this procedure until no event can be added anymore. Similar
procedure has been described in more detail in the literature;
see, e.g., [5].

Let us use the following example to illustrate Algorithm 1.
Example 4: Let us return to the systemG shown in Fig. 2 with

Σc = Σ,Σo = {a, b} and Nc = 1. The specification language
K is generated by the subautomaton obtained by removing

illegal states (shown in red solid circles) from G. For this
example, we have QH = Qgood as all events are controllable.

Next, we apply the proposed online control algorithm to com-
pute control decision for the first three instants, i.e., S(ε), S(a),
and S(aa).

Initially, the algorithm starts from Ê(ε) = {(q0, ∅)} and we
want to choose a maximal control decision S(ε) = γ0 such
that USP(NURγ0

(ÊS(ε))) ⊆ Qgood. One can check that γ0 =
Σ is such a maximal control decision. Then the state esti-
mate is updated to ES(ε) = NURγ0

(ÊS(ε)) = {(1, {(γ0, 1)})}.
If event a is observed, then we first update the state esti-
mate to ÊS(a) = NORa(ES(ε)) = {(2, {(γ0, 0)})}. Then we
again want to find a maximal control decision S(a) = γ1 such
that USP(NURγ1

({(2, {(γ0, 0)})})) ⊆ Qgood. For this, we can
choose γ1 = {a, b, u1, u3}. Note that we cannot add event u2

to γ1 since illegal state 15 will be reached in the unobservable
reach. Then the immediate state estimate upon the occurrence
of the next observable event a is Ê(aa) = {(6, {(γ1, 0)})}. By
applying the online algorithm recursively again, we can obtain
control decision S(aa) = γ2 = Σ.

C. Correctness of Online Control Algorithm

In this subsection, we formally prove the correctness of the
proposed online control algorithm. Specifically, we show that
Algorithm 1 is what follows:

1) recursively feasible, i.e., we can always find a control
decision satisfying the condition in lines 2 and 7 in the
while-loop at each instant, no matter what events and
control decisions are executed in the past;

2) safe, i.e., the resulting online supervisor will never reach
an illegal state.

First, we show the recursive feasibility of Algorithm 1 by the
following theorem.

Theorem 2: Algorithm 1 is recursively feasible. That is, at
each instant, we can always find a control decision γ ∈ Γ such
that USP(NURγ(ÊS(α))) ⊆ Qgood.
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Proof: To show this, it suffices to show that
USP(NURΣuc

(ÊS(α))) ⊆ Qgood. That is, at least disabling all
controllable events is a valid choice at lines 2 and 7. We proceed
by induction on the length of the observation string.

Induction Basis: Initially, we have α = ε and
ÊS(ε) = {(q0, ∅)}. Therefore, for any extended state
(q, θ) ∈ NURΣuc

(ÊS(ε)), we know that q is reached via
some string in Σ∗

uc from q0 and ∀0 ≤ i ≤ Nc : Γ≥i(θ) = Σuc,
which implies that Luc(θ) ⊆ Σ∗

uc. Since q0 ∈ Qgood, we have

USP((q, θ)) ⊆ {δ(q0, s) ∈ Q : s ∈ Σ∗
uc} ⊆ Qgood.

Since (q, θ) is arbitrary, we have USP(NURΣuc
(ÊS(ε))) ⊆

Qgood, which proves the induction basis.
Induction Step: Now, let ασ ∈ Σ∗

o be an observable sequence
that can happen under the control of online supervisor, where
σ ∈ Σo and |α| = k. We assume that the condition in (19) can
always be fulfilled at each instant along α and we need to
show that control decision Σuc can still fulfill this condition
for the instant of ασ. To this end, we assume, for the sake of
contradiction, that

USP(NURΣuc
(NORσ(ES(α))) �⊆ Qgood. (20)

This implies that there exists an extended state

(q, θ) ∈ NURΣuc
(NORσ(ES(α))

such that USP((q, θ)) �⊆ Qgood. That is, there exists a string

s ∈ Luc(θ) = Γ≥0(θ)Γ≥1(θ) · · ·Γ≥Nc
(θ)

such that δ(q, s) /∈ Qgood.
Since (q, θ) ∈ NURΣuc

(NORσ(ES(α))), by the definitions
of NUR and NOR, there exists a state (q̂, θ̂) ∈ ES(α) and a
string σ1σ2 . . . σm ∈ Σ∗

uo that induce the following sequence of
extended states:

(q̂, θ̂)
σ−→ (q1, θ1)

σ1−→ · · · σm−−→ (qm+1, θm+1)

where
1) σ∈Γ(θ̂) and (q1, θ1)=(δ(q̂, σ),NX(θ̂) ∪ {(Σuc, Nc)});
2) for any 1 ≤ i ≤ m, we have σi ∈ Γ(θi) and

(qi+1, θi+1) = (δ(qi, σi),NX(θi) ∪ {(Σuc, Nc)});
3) (qm+1, θm+1) = (q, θ).

Then, for the above sequence, we have

Γ(θi) =

{
Γ≥i(θ̂) if i ≤ Nc

Σuc if i > Nc
. (21)

This implies that, starting from extended state (qm+1, θm+1) =
(q, θ), we also have

Γ≥i(θm+1)=

{
Γ≥i(θ̂) if m+ 1 + i ≤ Nc

Σuc if m+ 1 + i > Nc.
(22)

Recall that δ(qm+1, s) �∈ Qgood and s ∈ Luc(θm+1). Therefore,
we have

σσ1 . . . σms ∈ Γ≥0(θ̂) · · ·Γ≥Nc
(θ̂)Σ∗

uc = Luc(θ̂)Σ
∗
uc.

Let s′ ∈ Luc(θ̂) be the longest prefix of σσ1 . . . σms such that
the last event is controllable. By the definition ofQgood, we know
that δ(q̂, s′) �∈ Qgood. However, by the induction hypothesis,

we have USP(ES(α)) ⊆ Qgood, which implies that {δ(q̂, t) ∈
Q : t ∈ Luc(θ̂)} ⊆ Qgood. This is a contradiction. Therefore,
we know that USP(NURΣuc

(NORσ(ES(α))) ⊆ Qgood, which
completes the induction step. �

Next, we show that the proposed online supervisor is safe.
This result follows directly from the choice of control decision
at each instant, which guarantees that no state in Q \Qgood can
be reached.

Theorem 3: Let G be a DES and we denote by Sonline

the online supervisor defined in Algorithm 1. Then we have
L(Sonline/G) ⊆ K.

Proof: We assume, for the sake of contradiction, that
L(Sonline/G) �⊆ K. Let s ∈ L(Sonline/G) \K be a string vi-
olating the specification. Let P (s) = α. We assume without
loss of generality that α �= ε; the case of α = ε can be shown
analogously. Since δ(q0, s) ∈ ES(α) and δ(q0, s) �∈ Qgood, there
exists a longest prefix of α, denoted by α′, such that ES(α

′) ⊆
Qgood. Note that ES(ε) ⊆ Qgood is guaranteed by the initial
choice ofS(ε)when line 2 was executed for the first time. We de-
note by σ the following event of α′ in α, i.e., ES(α

′σ) �⊆ Qgood.
By Corollary 1, we know thatQ(ES(α′σ)) = ES(α

′σ). Further-
more, by the definition of USP, we know that Q(ES(α′σ)) ⊆
USP(ES(α′σ)). By the choice of control decision S(α′σ) at
line 7, we then have

ES(α
′σ) = Q(ES(α′σ)) ⊆ USP(ES(α′σ)) ⊆ Ggood.

However, this is a contradiction, which means that
L(Sonline/G) ⊆ K. �

V. COMPARISON WITH PREDICTIVE SUPERVISOR

In the previous section, we have provided an online approach
for solving SCPCD. In [33], a supervisor called predictive
supervisor was proposed in order to solve the supervisor ex-
istence problem that aims to achieve K exactly. Moreover, the
author also shows that when K is not exactly achievable, the
synthesized supervisor is still safe, i.e., the predictive supervisor
can also provide a solution to SCPCD.

In this section, we formally compare our solution with the
predictive supervisor in the literature when it is used for the
synthesis problem. Specifically, we show the following.

1) In general, the proposed online supervisor in Algorithm 1
is incomparable with the predictive supervisor.

2) With an additional criterion on the choice of control
decision at each instant, which can always be fulfilled, the
proposed online supervisor can outperform the predictive
supervisor in terms of the permissiveness.

A. Review of Predictive Supervisor

First, we review the predictive supervisor proposed in [33] for
the case of control delays.

Recall that the specification language K is recognized by a
strict subautomaton H = (QH ,Σ, δH , q0), with Qgood ⊆ QH .
We further assume, without loss of generality, that K is control-
lable, which implies Qgood = QH ; otherwise, we can compute
the supremal controllable sublanguage ofK. Then we define the
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observer of H by

Hobs = (Y,Σo, ξ, y0)

where Y ⊆ 2QH is the set of states, y0 = {δH(q0, w) ∈ QH :
w ∈ Σ∗

uo} is the initial state. The transition function ξ : Y ×
Σo → Y is defined by the following: for any y ∈ Y and σ ∈ Σo,
we have

ξ(y, σ) = UR({δH(q, σ) ∈ QH : q ∈ y})
where UR(·) is the standard unobservable reach operator defined
by the following: for any y ∈ 2QH , we have

UR(y) := {δH(q, w) ∈ QH : q ∈ y, w ∈ Σ∗
uo}.

For the sake of simplicity, we only consider the reachable part
of Hobs. Essentially, the observer computes the current state-
estimate based on H , i.e., for any string α ∈ P (L(H)), we have
ξ(y0, α) = E(α), where

E(α) := {δH(q0, s) ∈ QH : ∃s ∈ L(H) s.t. P (s) = α}
is the current state estimate of α in H .

To deal with effect of control delay, ReachN (·) operator is
introduced to compute the set of all states that can be reached
within N steps, i.e., for any y ∈ 2QH , we have

ReachN (y) = {δH(q, s)∈QH : ∃q∈y, s∈Σ∗ s.t. |s| ≤ N}.
The predictive supervisor, denoted by Spnc : Σ

∗
o → Γ, is de-

fined as follows. For any observable string α ∈ P (L(H)), the
control decision of Spnc is defined by

Spnc(α) = Σ \ D(ReachNc(E(α))) (23)

where D(·) represents the set of events that should be disabled
as their occurrences may lead to illegal region, i.e., for any y ∈
2QH , we have

D(y) = {σ ∈ Σc : ∃q ∈ y s.t. δ(q, σ) /∈ Qgood}.
It is shown in [33] that the predictive supervisor is safe, i.e.,
L(Spnc/G) ⊆ K. This result is rather straightforward as it op-
erates in a conservative manner by disabling all possible events
that may cause illegal behavior.

Finally, for any observable stringα ∈ P (L(H)), similar to the
current-state estimate E(α), we also define Ê(α) as the set of
states that can be reached immediately after observingαwithout
the unobservable tail, i.e.,

Ê(α) = {δH(s) ∈ QH : ∃s ∈ Σ∗Σo ∪ {ε} s.t. P (s) = α}.
Clearly, we have Ê(ε) = {q0} and E(α) = UR(Ê(α)).

B. Improving the Predictive Supervisor

As we can see, similar to the proposed online supervisor, the
predictive supervisor Spnc proposed in [33] also consists of the
following two parts:

1) state estimation part: ξ(y0, α) = E(α), which estimates
the current state of the system upon the occurrence of α
using the observer of H;

2) state prediction part: ReachNc(·), which predicts states
that can be reached in the next Nc steps.

Fig. 3. System with Σ = Σc = Σo and Nc = 1.

However, compared with our state estimation and predic-
tion techniques, the state estimation and prediction techniques
utilized in Spnc are based on the open-loop systems. That is,
both the estimation and the prediction are based on the origi-
nal specification automaton H , which is independent from the
control policy. This strategy is sufficient when considering the
supervisor existence problem since we know a priori that the
closed-loop language should be K = L(H). However, this is
not the case for the synthesis problem since the closed-loop
language is just a sublanguage ofK in general. Therefore, using
the original H to perform state estimation and state prediction
may be overly conservative by taking some states that are not
reachable in the closed-loop system into account.

The above observation suggests that the state estimation and
state prediction techniques proposed in our article are more pre-
cise than those used in the predictive supervisor. Consequently,
the proposed online supervisor should be strictly more per-
missive than the predictive supervisor. However, the following
simple example shows that it is not the case if we choose control
decision in lines 2 and 7 of Algorithm 1 arbitrarily and the
proposed online supervisor and the predictive supervisor may
be incomparable.

Example 5: Let us consider system G shown in Fig. 3 with
Σ = Σc = Σo and Nc = 1. The specification language K is
generated by the subautomaton obtained by removing the single
illegal state 5 from G. Let us discuss the initial control decision
of the system.

First, using the predictive supervisor, we have E(ε) = {1},
ReachNc({1}) = {1, 2, 3, 4} and D({1, 2, 3, 4}) = {b, c, d}.
Therefore, the initial control decision is Spnc(ε) = {a}.

Now, let us use Algorithm 1 to compute the initial con-
trol decision of Sonline. Initially, the algorithm starts from
Ê(ε) = {(q0, ∅)}. Then consider the following two candidates
of maximal control decision satisfying the condition in (19):

1) Sonline(ε) = {a, b} or
2) Sonline(ε) = {c, d}.

In Algorithm 1, there is no specific criterion for which control
decision we need to choose. However, if we chooseSonline(ε) =
{c, d}, then the closed-loop language of the online supervisor
will be incomparable with that of Spnc.

The above example reveals the following issue. In general,
there may have multiple maximal control decisions satisfying
(19) in lines 2 and 7 of Algorithm 1. Specifically, some control
decisions may not contain the control decision of Spnc even
though they are locally maximal. In order to guarantee that
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the online supervisor can outperform the predictive supervisor,
one straightforward way is to strengthen the condition in (19)
by choosing control decision γ such that Spnc(α) ⊆ γ. Clearly,
if the control decision γ chosen at each instant contains the
control decision of the predictive supervisor, then Sonline must
outperform (at least equal to) Spnc. Then the question arises as
to whether or not we can always find such a “matching” control
decision at each instant. The existence of such a control decision
γ is not straightforward. In particular, in the partial observation
setting, once a control decision of a supervisor is enlarged at
some instant, the state estimate will become more uncertain in
the future as more behaviors are allowed, which may, on the other
hand, make the future control decision more conservative in
order to maintain safety. Examples of such a phenomenon can be
found in [5] and [43]. Therefore, the state prediction procedure
should also take the future decisions of the given supervisor that
we want to match into account in order to preserve the ability of
“decision matching” at each instant. To this end, we generalize
the USP to the uncontrollable matched state prediction, which
not only takes all uncontrollable behaviors into account but also
considers all possible behaviors we need to execute in order to
match the given supervisor.

Definition 6: Let θ ∈ Θ be a channel configuration, S be
a supervisor, and α ∈ P (L(S/G)) be an observable string.
Then the uncontrollable matched language from θ and α under
supervisor S, denoted by LS

uc(θ, α), is defined recursively as
follows.

1) ε ∈ LS
uc(θ, α).

2) For any s ∈ Σ∗, σ ∈ Σ, we have sσ ∈ LS
uc(θ, α) if

1) |s| ≤ Nc;
2) s ∈ LS

uc(θ, α);
3) σ ∈ Γ≥|s|(θ) ∪ (

⋃
i=0,1,...,|s| S(αP (s−i))).

The intuition of the uncontrollable matched language is as
follows. Suppose that S is a given supervisor, the channel
configuration of the system is θ, and the current observation
is α. Then all behaviors in LS

uc(θ, α) are unavoidable if we want
to match the behavior under the control of S. Clearly, if we
consider the most restrictive supervisor Sres that always disables
all controllable events, then LSres

uc (θ, α) coincides with Luc(θ)
for any α. Similar to the USP, we also define the uncontrollable
matched state prediction as follows.

Definition 7: Let q̃ = (q, θ) ∈ Q̃ be an extended state, S be a
supervisor, and α ∈ P (L(S/G)) be an observable string. Then
the uncontrollable matched state prediction of q̃ w.r.t. S and α,
denoted by USPS

M (q̃, α), is defined by

USPS
M (q̃, α) = {δ(q, s) ∈ Q : s ∈ LS

uc(θ, α)}. (24)

The uncontrollable matched state prediction is also ex-
tended to a set of extended states x ∈ 2Q̃ by USPS

M (x, α) =
∪q̃∈xUSPS

M (q̃, α).
Based on the above discussion, we propose a modified online

control algorithm specified by Algorithm 2. The structures of
Algorithms 1 and 2 are exactly the same. That is, upon each
occurrence of new observable event, the supervisor chooses
a new control decision by checking the USP assuming this
decision is taken. The only difference is line 7, where the

condition in (19) in Algorithm 1 is replaced by two conditions
in Algorithm 2: (25) guarantees that the control decision choice
at each instant contains the decision of the predictive supervisor
and (26) guarantees that we should maintain the ability of
“decision matching” in the future by looking ahead.

Next, we discuss the correctness of Algorithm 2. First, we
show that Algorithm 2 is still recursively feasible, i.e., the mod-
ified conditions (25) and (26) can still be fulfilled recursively.

Theorem 4: Algorithm 2 is still recursively feasible. That is,
at each instant of α ∈ P (L(G)), we can always recursively find
a control decision γ ∈ Γ such that both

1) Spnc(α) ⊆ γ and

2) USPSpnc

M (NURγ(ÊS(α)), α) ⊆ Qgood.
Proof: See the Appendix.
Let us denote byS∗

online the modified online supervisor defined
in Algorithm 2. According to the definitions of USP(·) and
USPS

M (·, ·), we have USP(q̃) ⊆ USPS
M (q̃, α) for any S and α.

This means that the choice of control decision in Algorithm 2 is
more conservative than that of Algorithm 1. Hence, by the same
argument in Theorem 3, we also know that S∗

online is safe, i.e.,
L(S∗

online/G) ⊆ K. Furthermore, at each instant, S∗
online(α) is

chosen such that Spnc(α) ⊆ S∗
online(α). Therefore, we also have

L(Spnc/G) ⊆ L(S∗
online/G). The above discussion is summa-

rized by the following theorem.
Theorem 5: LetG be a DES and Spnc be the predictive super-

visor and S∗
online be the modified online supervisor defined in

Algorithm 2. Then we have L(Spnc/G) ⊆ L(S∗
online/G) ⊆ K.

In [33], it was shown that controllability together with net-
worked observability (the reader is referred to [33] for the def-
initions) provide the necessary and sufficient conditions under
which K can be exactly achieved by the predictive supervisor.
Then, we also have the following corollary.
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Fig. 4. Observer Hobs for system G in Fig. 2.

Corollary 2: Let G be a DES and S∗
online be the modified on-

line supervisor. If K is controllable and networked observable,
then we have L(S∗

online/G) = L(Spnc/G) = K.
We now use the following example to demonstrate our online

supervisor indeed works better than predictive supervisor.
Example 6: Again, we consider system G shown in Fig. 2

with Σc = Σ,Σo = {a, b}, and Nc = 1. We synthesize the pre-
dictive supervisor and the modified online supervisor to control
the system, respectively, and compare their performances. First,
we compute the predictive supervisor Spnc. To this end, we need
to compute the observer Hobs, which is shown in Fig. 4 . Then
we use (23) to compute the control decision at each instant. For
example, at the initial instant, we have

E(ε) = {1}, ReachNc(E(ε)) = {1, 2}
and Spnc(ε) = Σ \ D(ReachNc(E(ε))) = Σ.

When event a is observed, we then have

E(a) = {2, 3, 4, 5}, ReachNc(E(a)) = {2, 3, 4, 5, 6, 8}
and Spnc(a) = Σ \ D(ReachNc(E(a))) = Σ \ {u2, b}.

Similarly, we can obtain Spnc(aa) = Σ \ {b} and Spnc(aaa) =
Σ \ {a, b}. The closed-loop language L(Spnc/G) under control
is generated by the automaton shown in Fig. 6(a).

Next, we synthesize the modified online supervisor S∗
online.

Initially, we have ÊS(ε) = {(1, ∅)}. Since Spnc(ε) is already Σ,
by Theorem 4, we immediately get

S∗
online(ε) = Σ =: γ0

and update the extended state estimate to

ES(ε) = NURγ0
(ÊS(ε)) = {(1, {(γ0, 1)})}

which is the initial state of the structure shown in Fig. 5. When
the first observable event a occurs, first, we update the extended
state estimate to

ÊS(a) = NORa(ES(ε)) = {(2, {(γ0, 0)})}.
Then we find a maximal control decision

S∗
online(a) = Σ \ {u2} =: γ1

Fig. 5. Closed extended state estimate flow of G in Fig. 2.

such that Spnc(a) ⊂ γ1 and USPSpnc

M (NURγ1
(ÊS(a)), a) ⊆

Qgood. To see the latter more clearly, we have

NURγ1
(ÊS(a)) = {(2, θ), (3, θ′), (4, θ′)}

where θ = {(γ0, 0), (γ1, 1)} and θ′ = {(γ1, 0), (γ1, 1)}. More-
over, we can obtain the following:

L
Spnc
uc (θ, a) = {ε} ∪ (γ0 ∪ γ1 ∪ Spnc(a))

∪ (γ0 ∪ γ1 ∪ Spnc(a)) (γ1 ∪ Spnc(a))

L
Spnc
uc (θ′, a) = {ε} ∪ (γ1 ∪ Spnc(a))

∪ (γ1 ∪Spnc(a)) (γ1 ∪Spnc(a) ∪Spnc(aa))

which gives USPSpnc

M (NURγ1
(ÊS(a)), a)={2, 3, 4, 6, 7, 9}⊆

Qgood. Similarly, we can find S∗
online(aa) = Σ =: γ2 as a con-

trol decision when string aa is observed. Note that at the instants
of a and aa, S∗

online is strictly more permissive than Spnc.
Specifically, Spnc needs to disable b to prevent the system from
reaching illegal state 16 from state 8 via event b. However,
by utilizing the control information, S∗

online knows that state
8 is not reachable as we have already disabled u2. Therefore,
the transition from state 6 to state 7, which does not exist in
L(Spnc/G), can be allowed by S∗

online. Finally, when string
aaa is observed, S∗

online can choose either
1) S∗

online(aaa) = Σ \ {a} := γ3
2) S∗

online(aaa) = Σ \ {b} := γ′
3.

Both of them strictly contain the corresponding control deci-
sion Spnc(aaa) = Σ \ {a, b} issued by the predictive supervi-
sor. Suppose that we choose S∗

online(aaa) = γ3. Then the entire
information flow of the extended state estimate under S∗

online

and the associated control decisions are depicted in Fig. 5. The
closed-loop language L(S∗

online/G) under control is generated
by the automaton shown in Fig. 6(b). Clearly, we see that the
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Fig. 6. Closed-loop languages induced by Spnc and Sonline, respec-
tively. (a) L(Spnc/G). (b) L(S∗

online/G).

modified online supervisor S∗
online is strictly more permissive

than the predictive supervisor Spnc.
Remark 5: We conclude by discussing the complexity of

the proposed online control algorithms. First, operator NX(θ)
is just a one-step reachability operation, which is linear in
the size of θ (|θ| ≤ Nc). Also, the complexities of comput-
ing NORσ(x) and NURγ(x), x ∈ 2Q̃ are O(|Q| · |Θ|) and
O(|Σ| · |Q| · |Θ|), respectively. Furthermore, the complexity for
computing USP(x), x ∈ 2Q̃ is also O(|Σ| · |Q| · |Θ|), which is
essentially an Nc-step reachability search. Therefore, in Al-
gorithm 1, it takes O(|Σ| · |Q| · |Θ|) to compute ÊS(·), ES(·)
(lines 1, 4, 5, and 9) and takesO(|Γ| · |Σ| · |Q| · |Θ|), |Γ| = 2|Σc|

to find some maximal control decision γ (lines 2 and 7) because
we need to test all possible control decisions in Γ and for each
control decision to compute its USP and test the set inclusion
(which can be done simultaneously).

The case of Algorithm 2 is similar, the only difference is
the computation of uncontrollable matched state prediction
USPSpnc

M (NURγ(ÊS(α)), α). Here, we also need to use addi-
tionally computed control decisions of the predictive supervisor.
Note that the predictive supervisor can be implemented by a
networked observer that is exponential in the size ofG. However,
this part can be done offline and be stored. Therefore, the online
computation of USPSpnc

M (·) is still O(|Σ| · |Q| · |Θ|) and the
overall complexity of Algorithm 2 for each online instant (each
execution of the while-loop) is also O(|Γ| · |Σ| · |Q| · |Θ|).

Finally, we note that the set Θ contains no more than |Γ|Nc =
2|Σc|·Nc channel configurations. Therefore, the complexity of
the online algorithm for each execution is polynomial in the
number of states but exponential in the number of controllable
events and the delay bound. In practice, the number of events
is much smaller than the number of states in G. Furthermore,
in most real-world applications, Nc is usually relatively small.
Otherwise, it is more natural for engineers to first improve the
hardware to reduce delays and then to use networked control
algorithms to compensate the effect of delays.

VI. CONCLUSION

We investigated the supervisor synthesis problem in the con-
text of networked DESs. First, a novel structure called channel
configuration was proposed to dynamically capture past control
history; hence, closed-loop state estimate was realized and it
was more accurate compared with that computed according
to the observer built beforehand. Then, based on the channel
configuration, we proposed an operator called USP to guarantee
that the system always retains in the safe region under our online
supervisory control and put forward a safe and recursive feasible
algorithm. Finally, we formally prove that our proposed online
supervisor always works better than the predictive supervisor
in the sense that it can always obtain a larger (at least equal to)
event set than the latter along the system trajectory. Note that the
control specification considered in this work is safety; liveness
specifications such as nonblockingness and deadlock-freeness
are not considered. The main reason is that liveness is a global re-
quirement that cannot be enforced using online control algorithm
on-the-fly. To guarantee liveness, one may need to first construct
the entire reachable information space offline and then compute
the supervisor, which loses the main computational advantage
of the online control approach. Also, this work only considers
communication delays in control channel. In the future, we also
plan to extend our results to DES with both observation and
control delays.

APPENDIX

Proof of Theorem 4

Proof: To show this, it suffices to show that

USPSpnc

M (NURSpnc(α)(ÊS(α)), α) ⊆ Qgood.

That is, at least choosing the decision of Spnc satisfies (25)
and (26). We proceed by induction on the length of the observa-
tion string.

Induction Basis: Initially, we have α = ε and ÊS(ε) =
{(q0, ∅)}. Let (q, θ) be an arbitrary extended state in
NURSpnc(ε)(ÊS(ε)) and s ∈ (Spnc(ε) ∩ Σuo)

∗ be an arbitrary
string such that (δ(s), θ(s)) = (q, θ). First, we know that q ∈
Qgood as Spnc is a safe supervisor. Then we consider an arbitrary

string w ∈ L
Spnc
uc (θ, ε). By matching the definition of L(S/G)

and L
Spnc
uc (θ, ε), we have sw ∈ L(Spnc/G). This implies that

δ(q0, sw) ∈ Qgood. Since all strings and states considered are
arbitrary, we have

USP
Spnc

M (NURSpnc(ε)(ÊS(ε)), ε) ⊆ Qgood.

This proves the induction basis.
Induction Step: Now, let ασ ∈ Σ∗

o be an observable sequence
that can happen under the control of the modified online supervi-
sor, whereσ ∈ Σo and |α| = k. We assume that (25) and (26) can
always be fulfilled at each instant along α and we need to show
that control decision Spnc(ασ) can still fulfill these conditions
for the instant of ασ.

Let us consider an arbitrary extended state

(q, θ) ∈ NURSpnc(ασ)(NORσ(ES(α))).
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By the definitions of NUR and NOR, there exists a state (q̂, θ̂) ∈
ES(α) and a string σ1σ2 . . . σm ∈ Σ∗

uo that induce the following
sequence of extended states:

(q̂, θ̂)
σ−→ (q1, θ1)

σ1−→ · · · σm−−→ (qm+1, θm+1)

where we have the following:
1) σ ∈ Γ(θ̂) and (q1, θ1) = (δ(q̂, σ),NX(θ̂) ∪

{(Spnc(ασ), Nc)});
2) for any 1 ≤ i ≤ m, we have σi ∈ Γ(θi) and

(qi+1, θi+1) = (δ(qi, σi),NX(θi) ∪ {(Spnc(ασ), Nc)});
3) (qm+1, θm+1) = (q, θ).

Since (q̂, θ̂) ∈ ES(α), we know that there exists a string
s ∈ L(S/G) such thatP (s) = α and (δ(s), θ(s)) = (q̂, θ̂). Note
that, although supervisor S has only made control decisions up
to the instant of α, L(S/G) and θ(s) are still well defined as
they only depend on the information in the history. Moreover,
by the induction hypothesis, we have

USP
Spnc

M ((δ(s), θ(s)), α) ⊆ Qgood. (27)

Now, let us consider an arbitrary string w ∈ L
Spnc
uc (θ, ασ) such

that δ(q, w)! To be more specific, we write w in the form of w =

σ1
wσ

2
w . . . σ

|w|
w ∈ Σ∗. By Definition 6, we have |w| ≤ Nc + 1 and

σi+1
w ∈ Γ≥i(θm+1) ∪

⎛
⎝ ⋃

k=0,...,i

S(ασP ((σ1
w . . . σi

w)−k))

⎞
⎠ .

Then we consider the following two cases.
Case 1: 1 +m+ |w| ≤ Nc + 1.
In such case, by considering L

Spnc
uc (θ̂, α) and the above

specified sequence of extended states and string w, we
have σσ1 · · ·σmw ∈ L

Spnc
uc (θ̂, α). Therefore, we know that

δ(q̂, σσ1 · · ·σmw) = δ(q, w) ∈ Qgood by (27).
Case 2: 1 +m+ |w| > Nc + 1.
In such case, we proceed our proof by two parts. Without loss

of generality, we assume that m ≥ Nc. If m < Nc holds, we
will see that, on the basis of Case 1, the proof is degenerated to
only the second part.

First, we prove that the state reached via unobservable string
is in Qgood. By Corollary 1 and the definitions of E(α) and
Ê(α), we know that q̂ ∈ Q(ES(α)) ⊆ E(α), which implies
q1 ∈ Q(ÊS(ασ)) ⊆ Ê(ασ). Note that Spnc in (23) can also be
rewritten as

Spnc(ασ) = Σ \ D(ReachNc(E(ασ)))

= Σ \ D(ReachNc(UR(Ê(ασ))))

which means no event in Spnc(ασ) can lead a state in
ReachNc(UR(Ê(ασ))) out of Qgood. Furthermore, since qm+1

is reached under NURSpnc(ασ)(·) operator, and σ1 · · ·σm ∈ Σ∗
uo

with σi ∈ Γ(θi), following the same argument in Case 1, i.e., no
event in Γ(θ̂) can lead a state in ReachNc(UR(Ê(ασ))) out of
Qgood, we know that q1, q2, . . . , qm+1 ∈ Qgood.

Second, we prove that the state reached via w ∈
L
Spnc
uc (θm+1, ασ) is also in Qgood. For this, let us consider states

reached along string w. Note that Γ(θm+1) = Spnc(ασ) since

m ≥ Nc. Then consider the first state q1 = δ(qm+1, σ
1
w). If

σ1
w ∈ Σuo, then this reduces to the first part. Therefore, we as-

sume σ1
w ∈ Σo and a new control decision S(ασP (σ1

w)) will be
issued. Since q1 is reached from state qm+1 ∈ ReachNc(E(ασ))
via event σ1

w ∈ Spnc(ασ), we know from the same argument
in the first part that q1 ∈ Qgood. Then consider the second
state q2 = δ(qm+1, σ

1
wσ

2
w), where we have σ2

w ∈ Spnc(ασ) ∪
Spnc(ασσ

1
w). On the one hand, if σ2

w ∈ Spnc(ασ), then we
obtain immediately that q2 ∈ Qgood as q1 ∈ ReachNc(E(ασ)).
On the other hand, if σ2

w ∈ Spnc(ασσ
1
w), then based on the

construction of Spnc(ασσ
1
w), i.e., Σ \ D(ReachNc(E(ασσ1

w))),
we also have q2 ∈ Qgood since we know for sure that q1 ∈
ReachNc(E(ασσ1

w)). This means that for any feasible event,
no matter it is enabled by past control decisions in the channel
or by the latest effective control decision, the transition from
state q1 to q2 is always safe as it is also allowed in the pre-
dictive supervisor. Therefore, by applying the above argument
iteratively and the fact that |w| ≤ Nc + 1, we have q|w| ∈ Qgood,

where q|w| = δ(qm+1, σ
1
w · · ·σ|w|

w ).
Because w is an arbitrary string in L

Spnc
uc (θ, ασ), we know that

USPSpnc

M (q, θ) ⊆ Qgood. Since (q, θ) is also chosen arbitrarily, we
further have

USP
Spnc

M (NURSpnc(ασ)(NORσ(ES(α))), ασ) ⊆ Qgood

which completes the induction step.
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