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1. Introduction

1.1. Motivation

Multirobot systems are widely used in many applications such as autonomous warehouses (Basile, Chiachio, & Di Marino, 2019; Cai, 2020; Fanti, Mangini, Pedroncelli, & Ukovich, 2018; Tatsumoto, Shirai, Cai, & Lin, 2018), manufacturing systems (Kovalenko, Tilbury, & Barton, 2019), environment surveillance (Mansouri, Kanellakis, Freksa, Komiakin, & Nikolakopoulos, 2018; Shin, Kwak, & Lee, 2020) and information gathering (Guo & Zavlanos, 2018a). Traditionally, researches on multi-robot path planning mainly focus on finding trajectories for each single robot to meet some low-level requirements such as collision avoidance or reaching some target regions according to the physical dynamics of robots. In the recent years, considerable attention has been paid on multi-robot planning for high-level complex tasks (Fainekos, Girard, Kress-Gazit, & Pappas, 2009; Kantaros & Zavlanos, 2016; Kress-Gazit, Fainekos, & Pappas, 2009; Yang, Yin, Li, & Zamani, 2020; Yu, Yin, Li, & Li, 2022).

In order to describe the high-level task requirement of multi-robot, linear temporal logic (LTL) is widely used as the formal specification language. It can describe high-level requirements such as “visit a target region infinitely often while avoid reaching some unsafe regions”. Although LTL can provide formal guarantee for the behavior of the robot, solving the planning problem is usually costly especially for multi-robot systems due to the curse of dimensionality. This is because the overall state-space grows exponentially fast when the number of robots increases. How to design optimal plans satisfying LTL tasks for multi-robot systems is a practical but very challenging problem.

1.2. Related works

In the past years, considerable attentions have been paid on robot planning for LTL tasks. For example, Guo and Dimarogonas (2015), Smith, Tmová, Beltá, and Rus (2011), Tian, Fang, Yang, and Wei (2021), Ulusoy, Smith, and Beltá (2014) consider the problem of finding an optimal infinite path in the prefix-suffix form that satisfies an LTL formula. In Ding, Smith, Beltá, and Rus (2014), Guo and Zavlanos (2018b), Lahijanian, Andersson, and Beltá (2011), the authors consider the planning problem for probabilistic satisfaction of temporal logic requirements under uncertainties. However, these works mainly focus on single-robot systems and the algorithms usually do not scale for multi-robot systems.

For multi-robot LTL planning problems, many different approaches have been proposed in the literature to mitigate the computational complexity. For example, in Kantaros and Zavlanos (2018), sampling-based approach is used for LTL planning without constructing the entire state-space. Distributed coordination algorithms are also developed such that the overall task can be achieved with or without communications (Schillinger, Bürger, & Dimarogonas, 2018; Yu & Dimarogonas, 2018).
However, for these approaches, optimality of the plan is not always guaranteed.

The aforementioned works are mainly based on the automata model of the robots. In contrast, Petri nets (PNs) are a more efficient model for representing concurrent systems (Seatzu, Silva, & Van Schuppen, 2013), and are particularly suitable for modeling multi-robot systems (He, Dong, Ren, Gu, & Li, 2020; He, Zhang, Ran, & Gu, 2022; Lacerda & Lima, 2019; Mahulea & Kloetzer, 2017; Shi, He, Tang, Liu, & Ma, 2022). In the context of LTL planning, PN-based approaches have been investigated in the literature recently, which provide a promising way to mitigate the computation complexity (Mahulea, Kloetzer, & González, 2020). For example, in Mahulea and Kloetzer (2018), the authors investigate multi-robot path planning for Boolean tasks using PNs. The approach was further extended by Kloetzer and Mahulea (2020) to handle general LTL tasks. However, the result in Kloetzer and Mahulea (2020) only focuses on the feasibility of the LTL task, and the optimality of the synthesized plan is still not guaranteed.

Finally, in the context of Petri nets, several approaches have been developed for efficient computation of optimal sequences (Lefebvre, 2018; Lefebvre & Leclercq, 2015; Ma, Zou, Zhang, & Li, 2022). Particularly, based on the structure of basis reachability graph (BRG) (Ma, Tong, Li, & Giua, 2016; Ma, Yin, & Li, 2021; Tong, Li, Seatzu, & Giua, 2017), the authors in Ma et al. (2022) provide an efficient approach for computing optimal finite sequences for the purpose of reachability without enumerating the entire state space. However, these approaches cannot handle the LTL requirement since LTL requires to design an infinite sequence under different optimality criteria.

1.3. Our contributions

In this paper, we also investigate the LTL planning problem for multi-robot systems represented by Petri nets. We focus on a particular type of LTL formulae, where the robots need to accomplish a finite task while achieving a cyclic task infinitely often. In contrast to existing works, where only qualitative LTL requirement is considered, here we further consider an optimal planning problem with quantitative performance. Specifically, we consider an optimality metric called the average cost per task, which was proposed in our previous work (Lv, Yin, Ji, & Li, 2021). Our objective is to find a plan such that (i) the LTL task is satisfied; and (ii) the cost for each task cycle is minimized.

Compared with existing works, the contributions of this paper are summarized as follows:

- We provide a new PN-based framework for computing optimal plans for multi-robot systems under LTL specifications. The overall framework of our synthesis procedure is shown in Fig. 1. Our approach is based on the construction of the BRG of the product of the abstracted system and the Büchi automaton representing the LTL specification. Previous frameworks for optimal planning of multi-robot systems under LTL tasks are generally not feasible for the average cost per task optimality criterion.
- We provide an explicit algorithm for computing optimal cyclic sequence for the purpose of infinite surveillance based on the BRG. Specifically, we show that the synthesized plan based on the compact structure can be effectively mapped back to the original system while preserving the optimality guarantee. This result is different from the existing works such as (Ma et al., 2022), where only finite sequence is considered for the purpose of reachability.
- We demonstrate the scalability of the proposed approach when the number of robots increases. Specifically, a set of simulation and hardware experiments are performed. Notably, our experimental results show that the proposed PN-based planning algorithm is more scalable compared with the standard automata-product-based approach for multi-robot systems.

1.4. Organization

The rest of this paper is organized as follows. In Section 2, we introduce some basic notions and problem formulation. In Section 3, we make a model reduction for planning. Our main synthesis procedure is provided in Section 4. Next, we present computational experiments and hardware demonstration in Section 5. Finally, we conclude the paper in Section 6. Preliminary and partial versions of some results in this paper were presented in Lv, Luo, Yin, Ma, and Li (2022). This article expands upon the conference version in threefold: (i) complete proofs for all results are presented; and (ii) detailed and expanded examples are presented; and (iii) richer experimental results, including scalability experiments, simulation experiments and hardware experiments, are also provided.

2. Preliminary and problem formulation

2.1. Petri net model of multi-robot system

Let $X$ be a set. We denote by $X^*$ (respectively, $X^\omega$) the set of all finite (respectively, infinite) sequences over $X$. We use $|X|$ to denote the cardinality of $X$. For any sequence $\rho = x_0 x_1 \cdots x_n \in X^*$, we use $\rho_i$
to denote the $i$th element, $p_{i,j}$ to denote the sub-sequence from the $i$th element to the $j$th element and $|p| = n + 1$ to denote its length.

We consider a team of identical robots moving in the same workspace that in consistent of a set of regions with connectivity constraints. In this work, the connectivity and properties of the workspace are modeled as a weighted Petri net (PN).

$$Q = (P, T , Pre, Post, II, h, g),$$

where $P$ is a set of $m$ places; $T$ is a set of $n$ transitions; $Pre : P \times T \rightarrow \{0, 1\}$ and $Post : P \times T \rightarrow \{0, 1\}$ are pre- and post-incidence functions, respectively, which can also be considered as matrices; $II$ is a set of atomic propositions; $h : T \rightarrow 2^H$ is a labeling function that assigns each transition a set of atomic propositions; and $g : T \rightarrow \mathbb{N}^+$ is a cost function that assigns each transition an integer. We also denote by $g = (g(t_1), g(t_2), \ldots, g(t_n))^T \in \mathbb{N}^n$ the cost vector. The incidence matrix is defined by $C = Post - Pre \in \mathbb{N}^{m \times n}$. For a transition $t \in T$, we use $t' = \{p \in P \mid Pre(p, t) = 1\}$ and $t'' = \{p \in P \mid Post(p, t) = 1\}$ to denote its input places and output places, respectively. Input transitions $\cdot$ and output transitions $\cdot'$ are defined analogously. We say $Q$ is a state machine (SM) if $|t'| = |t''| = 1, \forall t \in T$. In this paper, the environment is always modeled as a SM.

Intuitively, each place represents a region in the workspace and each transition represents the action of going to a region from another. We use $II$ to denote all basic properties of interest. Then for each transition $t \in T$, $h(i)$ denotes the set of atomic propositions that hold at its outgoing place. Therefore, we require that, for any place $p \in P$ and two transitions $t_1, t_2 \in T$ leading to this place, i.e., $t_1, t_2 \in \uparrow p$, we have $h(t_1) = h(t_2)$. In other words, given any place, all its input transitions have the same atomic propositions. We denote by $P_i$ the set of places whose input transitions have non-empty propositions. The labeling function is also extended to sequences by $h(\sigma) = h(t_0), h(t_1), \ldots, h(t_\ell)$, where $\sigma = t_0, t_1, \ldots, t_\ell$.

Each robot in the workspace is represented as a token in the PN. A marking $M : P \rightarrow \mathbb{N}$ is a vector that represents the distribution of robots in the workspace. We use $M_0$ to denote the initial distribution of robots and $M(\rho)$ is the number of robots at place $p$ in marking $M$. A transition $t$ is enabled at $M$ if $M \geq Pre(\cdot, t)$ and a new marking $M' = M + C(\cdot, t)$ is reached when firing $t$. We use $M(\sigma)M'$ to denote that $M'$ is reachable from $M$ by firing sequence $\sigma = t_0, t_1, \ldots, t_\ell$. We denote by $R(Q)$ the set of all reachable markings from $M_0$. Given a sequence $\sigma = t_0, t_1, \ldots, t_\ell$, we call the resulting marking sequence $\mu(\sigma) = M_0 M_1 \cdots M_\ell \in R(Q)$ a run of $Q$, where $M_1 = M_0 + C(\cdot, t_0), \forall i, 0, 1, \ldots, \ell$. Also, given a feasible run $\rho$, we use $\sigma_\rho$ to denote the sequence generating $\rho$. We denote by $\Sigma(Q)$ the set of all feasible sequences in $Q$. We use $y_n \in [0, 1]$ to denote the firing counting vector, i.e., $y_n(i) = k$ if transition $t$ occurs $k$ times in $\sigma$. Therefore, we have the following state function: $M' = M + C \cdot y_n$, which is a necessary condition for the reachability of a marking. Moreover, we consider a limited number of robots and the number of robots participating in the planning remains unchanged, which can be further expressed by the following two behavioral properties that any SM has (Seatzu et al., 2013), boundedness and conservativeness:

- bounded: If $\exists K \in \mathbb{N}, \forall M \in R(Q), \rho \in P, M(\rho) \leq K$;
- conservative: If $\forall M \in R(Q), \Sigma_{\rho \in P} M(\rho) = \Sigma_{\rho \in P} M_0(\rho)$;

We denote by $P_0$ the set of all places $p$ such that $M_0(p) > 0$. Without loss of generality, we assume that each robot starts from a region with empty proposition, i.e., $P_0 \cap P_{II} = \emptyset$.

2.2. Cyclic task

Our general objective is to find a plan, which is an infinite sequence, for the team of robots such that it satisfies an LTL formula. The syntax of LTL formulae (without next) is given as

$$\phi = true \mid \phi \mid \neg \phi \mid \psi_1 \land \psi_2 \mid \phi_1 U \phi_2,$$

where $\psi \in \Pi$ is an atomic proposition, $\neg$ (negation) and $\land$ (conjunction) are standard Boolean operators, and $U$ (until) is a temporal operator. These operators also induce such as $\lor$ (disjunction), $\rightarrow$ (implication), $\Diamond$ (eventually) and $\Box$ (always). We say that $\phi$ is a co-safe LTL (sclLTL) formula if negation is only applied in front of atomic propositions, i.e., $\Box$ is not allowed.

The semantics of LTL formula $\phi$ is defined over infinite words on $(\Pi)^\omega$; the reader is referred to Baier and Katoen (2008) for more details about the semantics of LTL formulae. Given a run $\rho$ of $Q$ and LTL formula $\phi$, we denote by $\rho \models \phi$ if $h(\sigma(\rho))$ satisfies $\phi$ and we use $\Sigma(\phi)$ to denote the set of all sequences satisfying $\phi$.

In this work, the objective of the robot is given as an LTL formula $\phi$ of the following form

$$\phi = \psi \land \Box \Diamond \sigma_{sur},$$

where $\psi$ is an sclLTL formula over $(\Pi)^\omega$ without next representing a finite-horizon task, which describes the transient part of $\phi$, and $\sigma_{sur}$ is a special proposition representing a cyclic task that should be satisfied infinitely often, which describes the steady part of $\phi$. We denote by $\Sigma_{sur} \in \{0, 1\}^\omega$ the vector for transitions satisfying $\sigma_{sur}$, i.e., $\forall t \in T$: $\{\Sigma_{sur}(t) = 1\} \Leftrightarrow \{\sigma_{sur} \in h(t)\}$.

The objective LTL $\phi$ of form (1) can be translated into a Büchi automaton (BA) $A_\phi = (Q, \delta, \omega, \delta(0), \omega)$, where $Q$ is a finite set of states, $\omega$ is the initial state, $2^\Pi$ is the power set of $\Pi$, $\delta : Q \times 2^\Pi \rightarrow 2^\Pi$ is the non-deterministic transition function and $\delta(0)$ is the set of all accepting states. Without loss of generality, we assume that for $\omega$, its corresponding BA $A_\omega$ has only one initial state. Then the BA $A_\phi$ accepts all infinite sequences $\omega$ such that $\omega \in \Sigma(\phi)$, and there exists a path from $q_0$ and visits $Q_{\omega}$ infinitely under $h(\sigma)$ in $A_\omega$.

2.3. Problem formulation

Regarding the optimality condition, since our objective is to satisfy $\phi$ while achieving $\sigma_{sur}$ infinitely often, we refer to each satisfaction of $\sigma_{sur}$ as a task cycle. Then for any finite sequence $\sigma \in T^*$,

- the total cost incurred is $g^\top \cdot y_n$;
- the number of task cycles achieved is $N(\sigma) := 1^{\Sigma_{sur}} \cdot y_n$.

Our objective is to minimize the average cost for each cycle as the sequence goes to infinity. Therefore, when given a PN $Q$ and an LTL specification $\phi$ in form (1), for an infinite sequence $\sigma \in \Sigma(Q)$ such that $\sigma_{sur} \models \phi$, we define the average cost per task of $\sigma$ in $Q$ by

$$\text{Cost}^\pi_Q(\sigma) = \lim_{n \to \infty} \frac{\sum_{\sigma(\rho) \in \Sigma(\sigma)} g^\top \cdot y_n(\sigma(\rho))}{N(\sigma(\rho))}.$$

It is known that the cost function in Eq. (2) can be minimized by an infinite sequence in $Q$ of the following prefix-suffix form (Lv et al., 2021):

$$\sigma = \sigma_{pre}(\tau_{sur})^\omega,$$

where $\tau_{sur} \in T^*$ is a finite prefix representing the transient behavior of the system, while $\sigma_{sur} \in T^*$ is a finite suffix that needs to be executed for infinite number of times. Here $(\tau_{sur})^\omega$ denotes the infinite repetition of finite sequence $\tau_{sur}$. Our objective is to find such an optimal sequence. This leads to the Multi-Robot Optimal Path Planning Problem for Average Cost Per Task (MOPP-AT) that we solve in this work.

Problem 1. (MOPP-AT) Given a SM $Q$ representing a team of identical robots moving in an environment and a temporal logic specification $\phi$ in form (1) for the team, where $\tau_{sur}$ is the atomic proposition representing some regions needed to be surveilled infinitely often, find an optimal sequence $\sigma^*$ for the team such that

- $\sigma^* \in \Sigma(\phi)$;
- $\sigma^*$ is in the prefix-suffix form, namely $\sigma^* = \sigma_{pre}(\tau_{sur})^\omega$;
A path is said to be an abstracted SM of the existing shortest path algorithm, such as the well-known Dijkstra’s algorithm, and if $p' \in \Pi_I$ is not reachable from $p$, we define $\hat{\delta}_{pp'} = \infty$. Without loss of generality, when $\hat{\delta}_{pp'} \neq \infty$, we assume that there exists an unique sequence in $L_{pp'}$, denoted by $l_{pp'}$, that achieves the minimum cost $\hat{\delta}_{pp'}$. Then we denote by $\Sigma$ the set of all the shortest sequences from $P_0 \cup P_I$ to $P_{II}$ in $Q$, i.e.,

$$\Sigma = \{l_{pp'} \in T^+ \mid \exists p \in P_0 \cup P_I, p' \in P_{II} \text{ s.t. } \hat{\delta}_{pp'} \neq \infty\}.$$ 

**Remark 2.** Although all the information about the atomic propositions can be summarized by the shortest sequences between the places in $P_{II}$, we still need to acquire the shortest sequences from $P_0$ to $P_{II}$ to integrate the initial position information of the robots.

**Example 1.** Consider Petri net $Q$ as shown in Fig. 2(a) with one token, where $P_0 = \{p_1\}$ and $P_1 = \{p_2, p_3\}$ with $\Pi = \{a, b\}$. Moreover, $\forall t \in T, g(t) = 1, h(t_1) = h(t_2) = a, h(t_3) = b$ and $\forall t \in T \setminus \{t_1, t_2, t_3\}, h(t) = c$. Here, we show the shortest paths from $p_1$ to $p_2$ and $p_1$ to $p_2$ in Figs. 2(b) and 2(c), respectively. Note that $l_{p_1p_2} = t_5t_6t_4$ with $\hat{\delta}_{p_1p_2} = 3$ and $l_{p_1p_2} = t_1t_3$ with $\delta_{p_1p_2} = 2$. Furthermore, we have that $\Sigma = \{l_{p_1p_2} = t_5t_6t_4, l_{p_1p_2} = t_1t_3\}$. For every sequence in $\Sigma$, we abstract it as a new transition and we denote $T^*$ as the set of all the abstracted transitions. We denote by $\sigma^* : T^* \rightarrow \Sigma$ the bijection mapping between $T^*$ to $\Sigma$. Then, based on the set $T^*$ and mapping $\sigma^*$, given a SM $Q$, we can define the abstracted $\Sigma$ as the reduced model of $Q$.

**Definition 1 (Abstracted System).** Given a SM $Q = (P, T, Pre, Post, M_0, \Pi, h, g)$, the abstracted transition set $T^*$ and the projection function $\sigma^*$, the abstracted SM is defined as an eight-tuple $Q^* = (P^*, T^*, Pre^*, Post^*, M_0^*, \Pi^*, h^*, g^*)$, where

- $P^* = P_0 \cup P_{II}$ is the set of places;
- $T^*$ is the set of transitions;
- $Pre^*$ (resp., $Post^*$): $P^* \times T^* \rightarrow \{0, 1\}$ is the pre (resp., post-) incidence function defined by $\tau^*$ and $r^*$ as follows: $\forall t \in T^*$,
  \- $\tau^*(t) = \tau(t) = 1$;
  \- $\{[p_1 = \tau(t) \land [p_2 = \tau(t)] \Rightarrow [\sigma^*(t) = l_{p_1p_2}^\tau]\}$
- $M_0^*$ is the initial marking defined as follows:
  \- $\forall p \in P_0, M_0^*(p) = M_0(p)$. 

A path is said to be a sequence starting from $p$ to $p'$ in $Q$ without passing through any other places in $P_{II}$. Formally, we have

$$L_{pp'} = \{\sigma \in T^* \mid \sigma_0 = p \land \sigma_{|E|} = p' \land (\forall 0 < i < |\sigma|)[\sigma_i \in P_0 \land \sigma_{i+1} = \sigma_{i+1}]\},$$

We denote by $\hat{\delta}_{pp'}$ the minimum cost of sequences in $L_{pp'}$, i.e.,

$$\hat{\delta}_{pp'} = \min_{\sigma \in L_{pp'}} c^T \cdot \sigma.$$

Note that $Q$ can be considered as a simple graph with $P$ as the vertex set and $T$ as the edge set. Therefore, $\hat{\delta}_{pp'}$ can be easily calculated by using the existing shortest path algorithm, such as the well-known Dijkstra’s algorithm, and if $p' \in P_{II}$ is not reachable from $p$, we define $\hat{\delta}_{pp'} = \infty$. Without loss of generality, when $\hat{\delta}_{pp'} \neq \infty$, we assume that there exists an unique sequence in $L_{pp'}$, denoted by $l_{pp'}$, that achieves the minimum cost $\hat{\delta}_{pp'}$. Then we denote by $\Sigma$ the set of all the shortest sequences from $P_0 \cup P_I$ to $P_{II}$ in $Q$, i.e.,

$$\Sigma = \{l_{pp'} \in T^+ \mid \exists p \in P_0 \cup P_I, p' \in P_{II} \text{ s.t. } \hat{\delta}_{pp'} \neq \infty\}.$$ 

**Remark 2.** Although all the information about the atomic propositions can be summarized by the shortest sequences between the places in $P_{II}$, we still need to acquire the shortest sequences from $P_0$ to $P_{II}$ to integrate the initial position information of the robots.

**Example 1.** Consider Petri net $Q$ as shown in Fig. 2(a) with one token, where $P_0 = \{p_1\}$ and $P_1 = \{p_2, p_3\}$ with $\Pi = \{a, b\}$. Moreover, $\forall t \in T, g(t) = 1, h(t_1) = h(t_2) = a, h(t_3) = b$ and $\forall t \in T \setminus \{t_1, t_2, t_3\}, h(t) = c$. Here, we show the shortest paths from $p_1$ to $p_2$ and $p_1$ to $p_2$ in Figs. 2(b) and 2(c), respectively. Note that $l_{p_1p_2} = t_5t_6t_4$ with $\hat{\delta}_{p_1p_2} = 3$ and $l_{p_1p_2} = t_1t_3$ with $\delta_{p_1p_2} = 2$. Furthermore, we have that $\Sigma = \{l_{p_1p_2} = t_5t_6t_4, l_{p_1p_2} = t_1t_3\}$.

For every sequence in $\Sigma$, we abstract it as a new transition and we denote $T^*$ as the set of all the abstracted transitions. We denote by $\sigma^* : T^* \rightarrow \Sigma$ the bijection mapping between $T^*$ to $\Sigma$. Then, based on the set $T^*$ and mapping $\sigma^*$, given a SM $Q$, we can define the abstracted $\Sigma$ as the reduced model of $Q$.
- For any BA $A = (Q, q_0, 2^H, \delta, Q_F)$, we denote $E_A = \{(q, q') : \exists \sigma \in 2^H, q' \in \delta(q, \sigma)\}$ as the set of edges in $A$. Given any BA $A$ and a SM $Q = (P, T, Pre, Post, I, h, g)$, we define a new transition set $T' \subseteq (T \times E_A) \cup T$ as follows: \( \forall t \in T', \) we have
  - if $h(t) = e$, then $t \in T'$;
  - if $h(t) \neq e$, then $\forall (q, q') \in E_A, [q' \in \delta(q, h(t))] \Rightarrow [(t, (q, q')) \in T']$.

Then, we use $o' : T' \rightarrow T$ to denote the projection function from $T'$ to $T$, which is defined as follows: $o'(t') = o^T(t)$, $o'(t) = o^T(t)$.

Moreover, we use $o' : T' \cap (T \times E_A) \rightarrow E_A$ to denote the projection function from $T' \cap (T \times E_A)$ to $E_A$, which is defined as follows: $o'(t', q) = (t, (q, q'))$.

Based on the above transition set and projection functions, we can now give the definition of product PN $Q'$. 

**Definition 2 (Product PN).** Given a SM $Q = (P, T, Pre, Post, I, h, g)$ with initial marking $M_0$ and BA $A = (Q, q_0, 2^H, \delta, Q_F)$, we define the product of $Q$ and $A$ as a new PN $Q' = (P', T', Pre', Post', M'_0, H', g')$, where

- $P' = P \cup Q$ is the set of places;
- $T'$ is the set of transitions;
- $Pre'$ (resp., $Post'$) : $P' \times T' \rightarrow \{0, 1\}$ is the pre (resp., post-) incidence functions defined by $t' \cap t \text{ as follows: } \forall t \in T'$, we have
  - $[h(o(t)) = e] \Rightarrow [(t \cap t \cap t \cap t \cap t) \Rightarrow (t \cap t \cap t \cap t \cap t = q)]$, where $t(t \cap t = q)$;
- $M'_0$ is the initial marking defined by:
  - $M'_0(p) = M_0(p)$;
  - $M'_0(q_0) = 1$;
  - $M'_0 \subset Q \cup \delta, M'_0(q_0) = 0$;
- $H'$ is the set of atomic propositions;
- $h' : T' \rightarrow 2^H$ is the labeling function that specifies a subset of atomic propositions $H' \subseteq H$ for every transition $t' \in T'$ defined by: \( \forall t \in T', h'(t) = h(t'); \)
- $g' : T' \rightarrow \mathbb{N}$ is the cost function that specifies a weight for every transition $t' \in T'$ defined by: \( \forall t \in T', g'(t) = g(o(t)); \)

Since $Q$ is bounded and conservative, from **Definition 2**, we know that $Q'$ is also bounded and conservative. Moreover, we know that $\forall M \in \mathbb{R}(Q'), \Sigma_{f \in P'} M'(f) = \Sigma_{f \in P} M'(f) + 1$. Compared with $Q$, there is one more token in $Q'$ at $M'_0$. This token will be used to track the completion of the temporal logic task. In order to map sequence in the product system to the original system, we define the projection function $P : \Sigma(Q') \rightarrow \Sigma(Q)$ by: $\forall s = t_0t_1 \cdots s \in \Sigma(Q'), P(s) = (o(t_0)o(t_1)o(t_2) \cdots) \in \Sigma(Q)$.

**Example 1 (Continued).** Based on **Definition 1**, we construct the abstracted SM $Q'_0$ from $Q$ as shown in Fig. 3(a) with $H = \{a, b\}$, where $\sigma_0(t_0) = t_0$, $\sigma_0(t_2) = t_2$, $\sigma_0(t_4) = t_4$, $\sigma_0(t_6) = t_6$, $\sigma_0(t_8) = t_8$, $\sigma_0(t_{10}) = t_{10}$, and $\sigma_0(t_{12}) = t_{12}$. Therefore, $g(t_0) = 1$, $g(t_2) = 2$, $g(t_4) = 2$, $g(t_6) = 3$, $g(t_8) = 3$, and $h(t_0) = h(t_2) = h(t_4) = h(t_6) = h(t_8) = 1$. Then, a temporal task is given as $\phi = \langle a, a \rangle \Lambda \mathbb{Q} \phi$ and the corresponding Büchi automata is shown in Fig. 3(b). As we only consider one token in $Q'$, which means that only one robot participates in the planning, and it cannot enable two transitions with atomic proposition $a$ and $b$ at the same time, therefore, we remove the edge from $q_2$ to $q_3$ in Fig. 3(b), which requires that $a$ and $b$ must be enabled at the same
time. Then, we construct the product PN $Q'_4$ between $Q_a$ and $A$ as shown in Fig. 3(c), where $a(t'_1) = r'_1$, $a(t'_2) = r'_2$, $a(t'_3) = r'_3$ and $a(t'_4) = r'_4$. Therefore, $g'(t'_1) = 1$, $g'(t'_2) = 3$, $g'(t'_3) = 2$, $g'(t'_4) = 3$ and $h'(t'_1) = h'(t'_2) = a$, $h'(t'_3) = b$. Note that we can also construct the product PN between $Q_a$ and $A$, which has 8 places and 21 transitions, however Fig. 3(c) is already enough to illustrate the principle of Definition 2 and we will not repeat it here. Moreover, for the convenience of figure presentation, we omit the inaccessible transitions in Fig. 3(c) such that we can also incorporate transition $t'_4$ for the sake of figure presentation.

Lemma 3. Given a BA $A_b$, SM $Q$ and their product PN $Q'_4$, then

1. For the first item, since $g'(t) = g(\sigma(t))$ holds for all $t \in T'$, we have $\forall \sigma' \in \Sigma_b(Q'_4), Cost^{AT}(\sigma') = Cost^{AT}(P(\sigma'))$. If $\sigma'$ is in prefix-suffix form, then $P(\sigma')$ is also in prefix-suffix form.
2. For the second item, under any sequence $\sigma \in \Sigma_b(Q'_4)$, there exists an infinite path $l$ from $q_0$ to $Q_f$ and visits $Q_f$ infinitely times. Based on the definition of transition set $T'$ of the product PN, we can always find the corresponding sequence $\sigma'$ in $Q'_4$ with $\sigma' \in \Sigma_b(Q'_4), P(\sigma') = \sigma$ and $Cost^{AT}(\sigma') = Cost^{AT}(\sigma)$. If $\sigma$ is in prefix-suffix form, then $l$ must also be in prefix-suffix form. Therefore, $\sigma'$ is also in prefix-suffix form.

In Section 3, we have reduced $Q$ to an abstracted SM $Q_a$ and demonstrated the equivalence of the two models to solve Problem 1. Therefore, we can construct the product PN $Q'_4$ with the abstracted SM $Q_a$ instead of $Q$ to search the optimal sequence for Problem 1 with lower complexity. This result is summarized by the following corollary.

Corollary 1. Let $\sigma^* = \sigma^{P(\sigma(\min _{\sigma \in \Sigma_c(Q)})^F)}$ be the optimal prefix-suffix form sequence with respect to $\sigma(\min _{\sigma \in \Sigma_c(Q)})$ in $Q'_4$ then $P'(P(\sigma(\min _{\sigma \in \Sigma_c(Q)}))) \in \Sigma_b(Q'_4)$ is the solution to Problem 1.

4.2. Basic reachability graphs for planning

In Ma et al. (2016), a compact structure, called basis reachability graph (BRG), to represent the reachability graph of a PN is proposed, based on which the author can solve the finite sequence reachability problem more efficiently compared with constructing the complete reachability graph. In this paper, we also use BRG to reduce trajectory synthesis complexity. But the difference is that we concentrate on the infinite sequence cyclic task planning problem. Before giving the definition of BRG, we recall some related concepts briefly and the interested reader can refer to Ma et al. (2016).
Definition 4 (Basis Partition of Transitions). Given a PN $Q = (P, T, Pre, Post, \Pi, h, g)$, the pair $\sigma = (T_E, T_I)$ is called a basis partition of $T$ if

- $T_I \subseteq T, T_E \cap T_I = \emptyset$;
- the $T_I$-induced subnet is acyclic,

where the sets $T_E$ and $T_I$ are called the explicit transition set and the implicit transition set, respectively.

Definition 5 (Explanations). Given a basis partition $\sigma = (T_E, T_I)$, a marking $M$, and a transition $t \in T_E$,

- the set of explanations of $t$ at $M$ is defined by
  \[ \Sigma(M, t) = \{ \sigma \in T_E^* \mid M[\sigma] M' \geq Pre(\cdot, t) \} \]
- the set of minimal explanations of $t$ at $M$ is defined by
  \[ \Sigma_{\text{min}}(M, t) = \{ \sigma \in \Sigma(M, t) \mid \exists \sigma' \in \Sigma(M, t), \sigma' \subseteq \sigma \} \]

and we define $Y_{\text{min}}(M, t) = \{ y_x \in \mathbb{N}^{\|T\|} \mid \sigma \in \Sigma_{\text{min}}(M, t) \}$ as the set of minimal explanation vectors.

Intuitively, $\Sigma(M, t)$ means that from $M$ if we want to enable the explicit transition $t$ by firing only implicit transitions, then some sequence $\sigma \in \Sigma(M, t)$ must fire. Further, $\Sigma_{\text{min}}(M, t)$ is the set of sequences in $\Sigma(M, t)$ with minimal firing sequences and $Y_{\text{min}}(M, t)$ is the set of these minimal firing vectors. Based on the above notions, we can give the definition of BRG as follows.

Definition 6 (Basic Reachability Graph Ma et al., 2016). Given a bounded PN $Q$ and a basis partition $\sigma = (T_E, T_I)$, its basic reachability graph is a four-tuple $B = (M, T_r, \Delta, M_0)$, such that

- $M$ is the set of basis markings;
- $T_r$ is the set of pairs $(t, y) \in T_E \times \mathbb{N}^{\|T\|} / \sim$;
- $\Delta : M \times T_r \to M$ is a transition relation such that $\Delta[M_0, (t, y)] = M_1$ if
  \[
  \begin{align*}
  &t \in T_E; \\
  &y \in Y_{\text{min}}(M_0, t);
  \\
  &M_1 = M_0 + C_y - C_t.
  \end{align*}
  \]
- $M_0 \in M$ is the initial marking.

From Definition 6, we know that $B$ is a finite directed multi-graph with $M$ being the vertex set and $\Delta$ being the edge set. It is worth remarking that the basic partition $\sigma = (T_E, T_I)$ may not be unique and different basis partitions correspond to different BRGs. The reader is referred to Ma et al. (2016) for how to select a good basis partition such that the BRG is reasonably small. Note that every edge in $B$ involves explicit transitions, but the system may also involve implicitly. This leads to the following definition.

Definition 7 (Implicit Reach). Given a basis partition $\sigma = (T_E, T_I)$ and a basis marking $M_0 \in M$, we define

\[ R_I(M_0) = \{ M \in \mathbb{N}^{\|M\|} \mid \exists \sigma \in T_I^*, M = M_0 + C_y \} \]  \tag{5}

as the implicit reach of $M_0$ in BRG $B$.

Then, we prove that the transition sequence $\sigma$ in the above definition is a finite sequence by the following lemma.

Lemma 4. Given any basis marking $M_0 \in M$ and $M \in R_I(M_0)$ such that $M[\sigma] M$ with $\sigma \in T_I^*$, we have that $1^T \cdot y_x < \infty$, where $1 \in \mathbb{N}^{\|T\|}$ is a vector with all elements being one.

Proof. We prove it by contradiction. Suppose $1^T \cdot y_x = \infty$, which means some transition $t \in T_I$ occurs infinite times in $\sigma$. There are two reasons for this case: either we have infinite number of robots or there exists a cycle in $\sigma$. However, from the definition of $T_I$ and the boundedness property of $Q'_{\sigma}$, neither of these two reasons holds, which contradicts the assumption. \[ \square \]

With the above contents ready, we now introduce the following main property of BRG.

Proposition 1 (Ma et al., 2016). Given a PN $Q$, a basis partition $\sigma = (T_E, T_I)$ and a marking $M \in R(\sigma)$, let $B = (M, T_r, \Delta, M_0)$ be the BRG. Then the following two statements are equivalent:

- There exists a sequence $\sigma = \sigma_1 \cdots \sigma_n \sigma_{n+1}$ in $Q$, where $\sigma_i \in T_I$ and $i \in T_E$ such that $M[\sigma_i] M$;
- There exists a path $l = M_0, t_1, t_2, \ldots, t_n, t_{n+1}, M_{b_0}$ in $B$ such that $M \in R_I(M_{b_0}).$

Note that in order to track a reachable marking in $Q$, we usually need to construct the complete reachability graph of $Q$ and this approach is in general costly. However, the above proposition shows that any reachable marking $M \in R(\sigma)$ can also be tracked in $B$, whose state space is generally much smaller than that of the reachability graph, by following a path $l$ in $B$ and a finite sub-sequence starting from a basis marking which consists only of implicit transitions. Therefore, we propose an algorithm based on the above advantages of BRG to synthesize trajectories for robots, which brings significant advantages from the point of view of the computational effort. Given product PN $Q''$ and a basis partition $\sigma = (T_E, T_I)$, we construct the basic reachability graph (BRG) $B'' = (M', T', \Delta', M_0')$ as in Definition 6.

Let $\sigma^* = \sigma_{\sigma_0}^\sigma \sigma_{\sigma_1}^\sigma \cdots$ be the prefix-suffix form solution that solves Problem 2. From Definition 2 and Lemma 4, there is an infinite path $l_0$ in $B''$ in the following form:

\[ M_0', l_1, l_2, \ldots, l_n, \ldots M_{b_0} \]

As $M'$ is a finite set and $l_0$ is an infinite sequence which contains infinite basic markings, at least one basis marking appears infinitely in $l_0$. For any marking $M_k$ that appears infinitely in $l_0$, we can divide $l_0$ into infinite cycles which start and end at $M_k$. Note that, there might be a finite transition sequence $\sigma_f$ from $M_k'$ to $M_k$ in $B'$. For any finite path $l = M_0, l_1, l_2, \ldots, l_n, \ldots M_{b_0}$ in $B'$, we use $\sigma_l$ to denote the transition sequence in $l$ such as: $M[\sigma_l] M_{b_0}$. Note that the firing of explicit transitions are captured by $t_1, \ldots, t_n$ while the firing of implicit transitions are captured by $y_1, \ldots, y_n$. Therefore, we define the firing counting vector of path $l$ by

\[ 1^T \cdot y = y_1 + \sum_{i=1}^n y_i. \]

With the above concepts, we introduce the following definition.

Definition 8 (Accepting Cycles). Let $l \in SC_{\sigma'}$ be a simple cycle in $B''$. We call $l$ an accepting cycle if $1^T \cdot y_\sigma > 0$ and we denote by $SC_{\sigma'}$ the set of all simple accepting cycles.

Note that the set of all simple accepting cycles can be found. For the simplification of narration in the following Proposition 2, we make the following mild assumption: for any $l, l' \in SC_{\sigma'}$, we have

$\left( (Cost^{FT}_{\sigma_l'}(\sigma_l) \neq \infty) \land (Cost^{FT}_{\sigma_{l'}}(\sigma_l') \neq \infty) \right)$

$\Rightarrow (Cost^{FT}_{\sigma_l'}(\sigma_l) \neq Cost^{FT}_{\sigma_{l'}}(\sigma_l')).$

This assumption is not essential and only for the sake of technical development of Proposition 2, whose absence will not influence the conclusion. Based on this assumption, we know that there exists a simple cycle $l^* \in SC_{\sigma'}$ such that: $\forall l \in SC_{\sigma'}$, $Cost^{FT}_{\sigma_l'}(\sigma_l) < Cost^{FT}_{\sigma_{l'}}(\sigma_l)$.

The following result states that, the planning problem has a solution if and only if a simple accepting cycle always exists and the solution to the problem can be constructed from $l^*$. 

\[ \square \]
Algorithm 1: Algorithm for MOPP-AT

Input: Weighted SM Q, a temporal logic formula \( \phi \) in form (2)

Output: Prefix-suffix form solution \( \sigma^* \) for Problem 1

1. Construct the Büchi automata \( A_\phi \);
2. Construct \( Q_\phi \) based on \( Q \);
3. Construct the Product PN \( Q' \) based on \( Q_\phi \) and \( A_\phi \);
4. Construct BRG \( B' \) based on \( Q'_\phi \);
5. Compute the set of all simple accepting cycles \( SC_{B'}^F \);
6. if \( SC_{B'}^F = \emptyset \) then
   7. return There is no solution to Problem 1;
   8. else
      9. Find \( l^* \in SC_{B'}^F \) such that \( \forall l \in SC_{B'}^F : \)
         Cost\(_{U_\phi}^F(\sigma_l) \leq \text{Cost}_{U_\phi}^F(\sigma_{l^*}) \)
      10. Set \( \sigma_{\text{init}} \leftarrow \sigma_{l^*} \), and let \( M' \) be the initial marking in \( l^* \);
      11. Find an arbitrary feasible sequence from \( M'_0 \) to \( M' \) in \( Q'_\phi \), and define it as \( \sigma_{\text{init}}' \);
      12. Let \( \sigma^* \leftarrow \text{P}(\sigma_{\text{init}}') \) and \( \sigma^* \leftarrow \text{P}(\sigma_{\text{init}}') \),
      13. return The solution to Problem 1 is \( \sigma^* = \sigma_{\text{init}}'(\sigma_{\text{init}}')^\omega \).

Proposition 2. Problem 2 has a solution if and only if \( SC_{B'}^F \neq \emptyset \) and if the solution indeed exists, then \( \sigma^* = \sigma_{\text{init}}'(\sigma_{\text{init}}')^\omega \) is a solution to Problem 2, where \( \sigma_{\text{init}}' \) is any finite sequence from \( M'_0 \) to \( l^* \) in \( Q'_\phi \).

Proof. (⇒) We prove it by contradiction. Suppose \( SC_{B'}^F = \emptyset \), which means that all the cycles divided in \( l^* \) do not pass any transition \( t \) with \( 1_{l^*}(t) = 1 \). Furthermore, as \( \sigma' \) is a finite sequence, \( l^* \) fails to visit \( Q_T \) infinitely times. This means that \( \sigma = \sigma_{\text{init}}'(\sigma_{\text{init}}')^\omega \) is not a solution to Problem 2, thus causing a contradiction.

(⇐) We also prove it by contradiction. Suppose \( \sigma^* \) is not a solution to Problem 2, which means there exists another sequence \( \sigma' = \sigma_{\text{init}}'(\sigma_{\text{init}}')^\omega \) in \( Q'_\phi \) with

\[
\text{Cost}_{U_\phi}^T(\sigma') < \text{Cost}_{U_\phi}^T(\sigma^*) \tag{6}
\]

From Proposition 1, let \( l^*_p \) be the infinite path in \( B' \) that corresponds to \( \sigma' \). Note that as \( \sigma_{\text{init}}' \) is a finite sequence, if (6) establishes, there must exist at least a simple cycle \( l \) in \( SC_{B'}^F \) with

\[
\text{Cost}_{U_\phi}^T(\sigma_l) < \text{Cost}_{U_\phi}^T(\sigma_{\text{init}}') \tag{7}
\]

that appears in \( l^*_p \) infinite times. However, as \( l^* \) is the cycle with the smallest average cost per task, we cannot find such \( l \). Therefore, there exists no such sequence \( \sigma' \) and \( \sigma^* = \sigma_{\text{init}}'(\sigma_{\text{init}}')^\omega \) is a solution to Problem 2. \( \square \)

4.3. Computation of solution to Problem 1

With the above developments, we propose the overall algorithm for Problem 1 as shown in Algorithm 1. This algorithm works as follows. First, it constructs the Büchi automata \( A_\phi \) and constructs \( Q_\phi \) from \( Q \) (lines 1–2). Next, the product PN \( Q'_\phi \) is constructed from \( A_\phi \) and \( Q_\phi \) (line 3). Then based on the BRG \( B' \) constructed from the product PN \( Q'_\phi \) (line 4), it computes the smallest average cost per task simple cycle \( l^* \) as the candidate suffix part of the solution to Problem 2 (lines 5–10). Then we connect the initial marking with the optimal cycle by an arbitrary finite sequence since this transient part does not contribute to the overall cost (line 11). Finally, we project the sequences in \( Q'_\phi \) back to the original system in order to generate the solution path (lines 12–13).

Finally, we discuss the implementation and complexity issues in the above algorithm. Let \(|M'| \) and \(|\mathcal{E}'| \) be the number of vertices and multi-edges in BRG \( B' \), respectively. To find the simple accepting cycle \( l^* \subseteq SC_{B'}^F \) with minimal cost, our approach is to use the standard cycle search algorithm to find all simple cycles. Then we simply compare each of them and select the minimal cost one that is also accepting. In the worst-case, there are at most \((|M'| + |\mathcal{E}'|)^3 \cdot 2^{|M'|+|\mathcal{E}'|} \) simple cycles (Sedgewick & Wayne, 2007). However, in practice, the actual complexity is much lower as we will show later in the numerical experiments. To find the transient path \( \sigma_{\text{trans}} \), we can just perform a reachability search such as DFS, whose complexity is linear in \( B' \).

Remark 3. In Section 2.2, we assume that \( A_\phi \) has only one initial state. For the case of multiple initial states, it is equivalent to perform Algorithm 1 on \( A_\phi \) for every initial state. In other words, when constructing the initial marking of the product PN, in addition to the token distribution of the SM, we consider another token in any one of the initial states of \( A_\phi \), while other initial states of \( A_\phi \) having zero, and continue with the subsequent analysis process to get the optimal solution with respect to the chosen initial state. Then, we repeat the above process for every initial state of \( A_\phi \). Finally, we compare the values of average cost per task of these sequences and the optimal solution to Problem 1 is just the sequence with the minimum value.

Example 1 (Continued). We construct the BRG \( B' \) for product PN \( Q' \) as shown in Fig. 4 with \( T_x = \{t'_1, t'_2\} \) and \( T_y = \{t''_1, t''_2\} \). If we use \( M = [p_1, p_2, p_3, \phi_0, q_0, q_1] \) to denote the token distribution vector, then \( M_0 = [1, 0, 0, 1, 0, 0] \), \( M_1 = [0, 1, 0, 0, 1, 0] \) and \( M_2 = [0, 0, 1, 0, 1] \). Further, we use \( [r, s] \) to denote the mixed transition including both explicit and implicit transitions attached to the corresponding edge that should be enabled successively, such as \( M_1[r'_1t'_1, t'_2]M_1[t'_2, t'_1]M_2 \). Note that as \( \tau_x = [t'_1, t'_2] \), we only need to enumerate three cycles:

\[
l_1 = M_1[r'_1t'_1]M_2[t'_2]M_1 \text{ with Cost}_{U_\phi}^T(\sigma_{l_1}) = 7, l_2 = M_2[r'_2t'_2]M_1 \text{ with Cost}_{U_\phi}^T(\sigma_{l_2}) = 4 \text{ and } l_3 = M_1[r'_1t'_1]M_2 \text{ with Cost}_{U_\phi}^T(\sigma_{l_3}) = 3.
\]

Therefore, we can get the optimal solution \( \sigma^* = t'_1t'_2t'_1^\omega \) for Problem 2. Further, we have \( \text{P}(\sigma^*) = t'_1t'_2t'_1^\omega \) and finally get the optimal solution \( \sigma^* = P(\text{P}(\sigma^*)) = t'_1t'_2t'_1^\omega \) with \( \text{Cost}_{U_\phi}^T(\sigma^*) = 3 \) for Problem 1. Moreover, we can also construct the BRG for the product PN \( Q' \) constructed from \( Q \) and \( A \), and use this BRG to solve the solution for Problem 1. However, it has 7 states and 296 edges with obvious structural redundancy with respect to the states and edges compared with \( B' \), thus leading to the low computation efficiency.

Remark 4. In the above example, the difference between the two sets \( P_T \) and \( P \) of \( Q \) is not significant since we choose a compact system for the purpose of illustration. When the atomic propositions in \( Q \) become more sparse as most of the practical cases, the structural redundancy of the BRG based on the non-abstract product PN with respect to the number of states and edges will be more significant compared with the one based on the abstract product PN. Therefore, in general case, we can directly use the abstract product PN to construct BRG to synthesize optimal solution.

5. Experiment Results

In this section, we provide a set of experiments to illustrate our results. In Section 4.1, we provide numerical experiments by increasing the size of the environment and the number of robots to illustrate
obeys uniform distribution. Then, the LTL specification \( \phi \) being the state set, \( S \) of robot and \( N \times 2 \), without showing the trajectories. We use all data and compile them into two tables as shown in Tables 1 and 2, for all robots the same in every environment. For the convenience of statistic presentation, we collect for every environment, the environments, which are solved by our BRG based method and product automaton based method respectively. For every environment, the planning problem. Therefore, for each value of the two parameters, we conduct two groups of random experiments, each with 20 different grid sizes with atomic proposition is chosen uniformly between 1 and 12. We consider the edge weights the same and the initial grids \( t_1 (s) \) to denote the product automaton system with the initial marking set, \( E \) the edge set and \( \Delta \) the solution. For the convenience of statistic presentation, we collect all data and compile them into two tables as shown in Tables 1 and 2, without showing the trajectories. We use \( N \) to denote the number of robot and \( TS \times A \) to denote the product automaton system with \( S \) being the state set, \( E \) being the edge set and \( t_1 \) being the solution time. Furthermore, we use \( B \) to denote the BRG with \( A \) being the basis marking set, \( E \) being the edge set, \( \epsilon_E \) being the multi-edge set and \( t_2 \) being the solution time. All computation times and number of variables in the two tables are presented as the mean values of all experiments and we use “–” for the entries which we fail to compute due to insufficient RAM (64 GB) or very high computation time (\( >10000 \) s).

Table 1 Summary statistics for different number of robots on a fixed size of \( 7 \times 7 \) grid environment.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( TS \times A )</th>
<th>( B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>S</td>
<td>)</td>
</tr>
<tr>
<td>1</td>
<td>97</td>
<td>333</td>
</tr>
<tr>
<td>2</td>
<td>2353</td>
<td>27729</td>
</tr>
<tr>
<td>3</td>
<td>57097</td>
<td>2309553</td>
</tr>
<tr>
<td>4</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>7</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>9</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 2 Summary statistics for different sizes of environments with a fixed number of 3 robots.

<table>
<thead>
<tr>
<th>( W )</th>
<th>( TS \times A )</th>
<th>( B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>S</td>
<td>)</td>
</tr>
<tr>
<td>4 x 4</td>
<td>1879</td>
<td>50733</td>
</tr>
<tr>
<td>5 x 5</td>
<td>7453</td>
<td>242653</td>
</tr>
<tr>
<td>6 x 6</td>
<td>22409</td>
<td>833193</td>
</tr>
<tr>
<td>7 x 7</td>
<td>57097</td>
<td>2309553</td>
</tr>
<tr>
<td>8 x 8</td>
<td>128095</td>
<td>5509813</td>
</tr>
<tr>
<td>9 x 9</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

The computational efficiency and scalability of our method compared with the product automaton based method. In Section 4.2, we provide a simulation experiment on an \( 8 \times 8 \) grid system with three robots. Finally, in Section 4.3, we perform a hardware experiment to assess the real-world feasibility of our method. All simulations are implemented by integrating MATLAB, Python 3.7 and robot simulation platform V-REP 4.2.0 on a PC with 64 cores with 3.30 GHz processors and 64 GB of RAM. The robots used in the hardware experiment are two Turtlebot3-Burger mobile robots.

5.1. Scalability results

In this part, we increase the number of robots and the size of the environment respectively and compare the scalability of our BRG based method with the baseline method of product automaton (Wolff, Topcu, & Murray, 2012) with respect to the two mentioned parameters in the planning problem. Therefore, for each value of the two parameters, we conduct two groups of random experiments, each with 20 different grid environments, which are solved by our BRG based method and product automaton based method respectively. For every environment, the number of grids with atomic proposition is chosen uniformly between 2 and 12 and the distribution of grids with atomic proposition also obeys uniform distribution. Then, the LTL specification \( \phi = \varphi \land \Box \diamond A \) is generated randomly such that \( \varphi \) contains at most twenty operators except next. We consider the edge weights the same and the initial grids for all robots the same in every environment. We record the mean number of variables and the mean time to find the solution. For the convenience of statistic presentation, we collect all data and compile them into two tables as shown in Tables 1 and 2, without showing the trajectories. We use \( N \) to denote the number of robot and \( TS \times A \) to denote the product automaton system with \( S \) being the state set, \( E \) being the edge set and \( t_1 \) being the solution time. Furthermore, we use \( B \) to denote the BRG with \( A \) being the basis marking set, \( E \) being the edge set, \( \epsilon_E \) being the multi-edge set and \( t_2 \) being the solution time. All computation times and number of variables in the two tables are presented as the mean values of all experiments and we use “–” for the entries which we fail to compute due to insufficient RAM (64 GB) or very high computation time (\( >10000 \) s).

Scalability in the Number of Robots: In this numerical experiment, we fix the size of environment as \( 7 \times 7 \) and increase the number of robots from 1 to 9. The experiment data indicate that \( N \) can have a significant effect on the computation time to obtain the optimal solution for both methods. For product automaton based method, it is known that we need to construct the complete state space and the numbers of states and edges are exponential with respect to \( N \). Furthermore, in order to obtain the optimal solution, we need to search all cycles starting and ending at the accepting vertices to get the cycle with minimum average cost, which can be done in \( O((N)^{\frac{3}{2}} \cdot 2^{|X|}) \) operations at most. Therefore, from Table 1, we can see that the size of the product system grows almost exponentially fast when \( N \) increases and it is already infeasible to find solution by this method when there are more than 3 robots. However, for our BRG based method, although all synthesis parameters also increases when \( N \) increases, the growing speed is much slower compared with the former method. This is because we do not need to construct the complete state space for the purpose of searching optimal plans. The optimal solution is searched only in the compact representation of the state space. Therefore, the experiment result shows that our method has better scalability with respect to the number of robots compared with the baseline method.

Scalability in the Size of Environment: In this experiment, we maintain the number of robots as 3 and vary the size of environment from \( 4 \times 4 \) to \( 9 \times 9 \). The experimental results suggest that the size of the environment \( W \) has a relative small effect on the computation time to obtain the optimal solution for both methods compared with \( N \). However, when \( W > 8 \), the automata-based approach still cannot find solution within the specified time. On the other hand, for the BRG based method, the experiment data shows that the numbers of states and edges and the time for solution are hardly affected by \( W \) and the values of all the four variables remain very stable across the process of chances in environment size. The main reason for this result is that our approach abstracts away those irrelevant information from the plant model before constructing the BRG. This explains why all synthesis parameters remain rather stable when the size of the grid map increases. Therefore, this experiment result shows that our method can achieve significant speed up with respect to computation efficiency and it has significantly better scalability with respect to the size of environment than the baseline method.

5.2. Simulation experiments

In this section, we describe two task planning case studies for three identical robots to show the simulation trajectories. Consider a working space with 64 regions as shown in Fig. 5. Three robots \( R_1 \), \( R_2 \) and \( R_3 \) start from their initial region respectively (the pink region at the lower left quarter of the figure) to participate in the planning process. At each time instant, only one robot can move left/right/up/down to its adjacent region with cost equaling to one unit, which means that we do not allow multiple robots moving together. Consider the
atomic proposition set $\Pi = \{ B, R, Y, E, G \}$, where $B, R, Y, E$ and $G$ represent the blue, red, yellow, gray and green colors respectively. Some regions are marked with atomic propositions, while the other regions are with empty proposition. When a robot arrives a region, it can collect the color information here once. However, if it wants to collect the information again, it must leave the region and re-enter, which means that when it stays here, it cannot collect any information further.

The first temporal logic task we consider is given as follows:

$$\phi_1 = Y \land B \land \square \Diamond R,$$

which requires that blue and yellow regions should be visited eventually and red regions should be visited infinitely often.

We use Algorithm 1 to synthesize plans and the simulation trajectories for this case are shown in Fig. 5(a), where $R_1$ is assigned to complete the cyclic task, while $R_2$ and $R_3$ are assigned for the visiting task. Note that both $R_2$ and $R_3$ arrive at the designated area and $R_1$ continuously goes back and forth between the red region and its adjacent region on the right. This task is finished with two units of average cost.

In order to verify the adaptability of our method to different task, we further give a more complicate specification as follows:

$$\phi_2 = (\neg Y U G) \land Y \land B \land (\neg E U Y) \land (\neg E U B) \land \square \Diamond R,$$

which requires that green and yellow regions should be visited in order, blue regions should be visited eventually, gray regions should not be visited before blue and yellow regions are visited and red regions should be visited infinitely often.

The synthesized trajectories are shown in Fig. 5(b). In this simulation, $R_2$ is assigned to finish the sequential task, $R_3$ is assigned for the visiting task and $R_1$ is assigned for the cyclic task by following the same trajectory as the one solved in the previous simulation. Note that, the average cost is also two units in this case, as the cyclic task does not change. Moreover, as $R_2$ and $R_3$ are going to visit blue and yellow regions, both their trajectories avoid the gray regions compared with the trajectories in Fig. 5(a) as the extra avoid requirement in $\phi_2$.

In the above two simulations, note that the trajectories for $R_2$ and $R_1$ might not be optimal in length. However, this will not influence the optimal average cost of the whole team trajectories. As except for $\square \Diamond R$, all the remaining parts in the above two formulae are just the transient parts and we only just need to find a feasible trajectory to achieve parts. The key part we need to optimize is the trajectory after arriving the red region, which is also the steady part in the whole team trajectories for cyclic task.

5.3. Hardware experiments

In this section, we perform a hardware experiment to verify the feasibility of our algorithm in real-world. The experiment is performed in an indoor $4 \times 4$ grid motion capture environment as shown in Fig. 6(a). We consider discrete, region-level trajectories and these trajectories can be translated into individual robot moving plans using the existing low level path planning algorithms.

We consider the following task

$$\phi = (\neg C U A) \land Y \land (\neg B U A) \land \square \Diamond P,$$

which requires that the robots should visit regions $A$ and $C$ in turn, region $B$ cannot be visited before $A$ being visited and region $P$ must be visited infinitely often.

The experimental video is available online. Snapshots of the optimal solution for $\phi$ are shown in Figs. 6(b)-(d). In Fig. 6(b), one of the robots proceeds to region $A$ and as the avoid requirement $\neg B U A$ in $\phi$, it avoids region $B$ before arriving $A$. At the meanwhile, another robot passes region $P$. Furthermore, in Fig. 6(c), the robot visiting region $A$ continues to visit region $C$ and the other robot comes back to visit region $P$. Finally, in Fig. 6(d), when the robot arrives $C$, it stays there forever, while another robot still continuously goes back and forth between region $P$ and its adjacent region on the top even if its partner stops working. Therefore, $\phi$ has been finished by the synthesized trajectories.

Fig. 6. Experiment scene and snapshots of the solution. Note that in (a), two mobile robots with optical sensor are placed in the lower left corner.

6. Conclusion

In this paper, we proposed a new approach for optimal multirobot path planning with cyclic tasks. Our approach is based on the basis reachability graph of Petri nets without enumerating the entire concurrent state-space of the team of robots. We demonstrated the efficiency of the proposed approach by comparing with the standard product-automaton-based approach. We showed that our method has better scalability on the number of robots and the size of environment. In our future work, we plan to extend our algorithm to deal with more general fragments of LTL specifications. Also, we plan to consider the concurrent execution of transitions in PN to deal with synchronous operations between robots.
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